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Abstract

This thesis studies the adversarial robustness of deep learning models. Our investigation covers

various aspects of this phenomenon, including the development of two new defense algorithms, two

new attack algorithms, a novel definition of hierarchical adversarial robustness, and an analysis of

how the optimization process affects model robustness.

We begin by introducing the Second-Order Adversarial Regularizer (SOAR) as a defense strategy

to improve model robustness. Unlike traditional data augmentation approaches that rely on com-

putationally expensive algorithms to generate adversarially perturbed training samples, we derive

a regularizer that mimics the effect of data augmentation, eliminating the need for it during train-

ing. We empirically demonstrate the improved adversarial robustness of SOAR-regularized models

against white-box and transferred perturbations.

In practice, many machine learning systems still forgo robustification techniques due to the

additional computational overhead. This motivates our investigation into the robustness of models

obtained through standard training regimes. Focusing on the optimization process, we examine

the robustness of models trained with different algorithms. As we will see, models trained using

stochastic gradient descent exhibit far greater robustness compared to those trained with adaptive

gradient methods, such as Adam and RMSProp. Through a frequency-domain analysis, we discover

that specific properties of datasets, seemingly irrelevant to generalization, can actually result in

vulnerabilities when models are trained using certain optimizers. These insights underscore the

importance of considering both the optimization strategy and dataset characteristics in improving

model robustness.

Extending our exploration of dataset properties, we recognize that as datasets grow in size and

complexity, the number of classes and their hierarchical relationships become increasingly significant.

However, current ways of evaluating adversarial robustness, which treat all misclassifications equally,

risk overestimating robustness or underestimating attack effectiveness. To address this, we introduce

the concept of hierarchical adversarial robustness. For datasets with hierarchical structures, we

define hierarchical adversarial examples as those that lead to misclassifications at the meta-class
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level. Building on this, we develop an attack algorithm designed to generate such examples and

propose an architectural solution to improve models’ robustness against them.

Finally, we take on the role of an adversary. Current robustification strategies predominantly

involve replacing the training samples with their adversarially perturbed counterparts, highlighting

the importance of understanding and improving adversarial example generation. Therefore, in our

last work, we focus on improving the transferability of perturbations. We develop a fine-tuning

method called model alignment to transform any model into one from which any attack algorithms

can generate more transferable perturbations.
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Chapter 1

Introduction: The Brittleness of

Neural Networks

Machine learning models are powerful statistical tools. In theory, it was guaranteed that mul-

tilayer perceptrons with just a single hidden layer possess significant expressive power as universal

function approximators (Hornik et al., 1989). In practice, deep neural networks (DNNs) with billions

of parameters can complete a wide range of tasks when provided with sufficient training data —

they are capable of classifying objects, translating languages, and even driving cars.

Despite their power, machine learning models are highly brittle. By introducing carefully crafted

perturbations to the input, models trained for weeks or months can be rendered useless, producing

incorrect results that would otherwise have been accurate (Szegedy et al., 2014). These manipulated

inputs are known as adversarial examples, and the algorithms used to generate them are called

attacks. The ability of models to maintain their performance under such perturbations is referred

to as adversarial robustness, while methods aimed at enhancing this robustness are known as

defenses. What makes adversarial examples particularly interesting is that the perturbations are

often imperceptible to human observers. This underscores the importance of adversarial robustness

in deep learning models, especially when deploying them in safety-critical applications. As a result,

understanding and improving model robustness has become a significant area of research (Bai et al.,

2021).

If neural networks are Superman, then adversarial examples are their Kryptonite, exposing vul-

nerabilities in these powerful models. However, this is a rather pessimistic view of the situation.

What people often overlook is that tracing the origin of Kryptonite leads us to the planet where

Superman was born. In other words, studying adversarial examples can provide insights into the

inner workings of deep learning models. By understanding the vulnerabilities of these models, we

can develop more robust models that are less susceptible to attacks.

In this thesis, adversarial examples are the protagonists of our story. With a focus on the

vision domain, we will explore the adversarial robustness of deep learning models, from developing

more effective defense and attack algorithms to understanding particular components of the model

training pipeline that contribute to vulnerability. In the following, we first provide a few examples

to illustrate the consequence of attacks on machine learning models, followed by a summary of the

contributions of this thesis.
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Beyond the Pig and the Airplane

Perhaps the most common example used to illustrate the effect of an attack is the pig/airplane

scenario. In this case, imperceptible perturbations added to an image of a “pig” can lead a highly

accurate classifier to misidentify it as an “airplane”. While this example adeptly captures the essence

of adversarial examples, it does not fully represent the real-world consequences of such attacks on

machine learning models.

NeuralHash was an algorithm developed by Apple to detect child sexual abuse material (CSAM)

by creating unique digital fingerprints, or “hashes”, of images (Apple, 2021). The system was

designed to be used to scan and hash iCloud photos and compare them against a database of known

CSAM hashes, provided by the National Center for Missing and Exploited Children. By doing so,

Apple can identify matches without directly accessing the image content, thereby preserving user

privacy.

Traditional hashing algorithms are not suitable for this task because they are sensitive to minor

changes in the input (Luo et al., 2023; Chi et al., 2017). For example, a single pixel change could alter

the resulting hash significantly, enabling CSAM perpetrators to easily evade detection by making

trivial modifications to images.

NeuralHash addressed this by employing a convolutional neural network trained within a con-

trastive framework. Given pairs of images, it learned to assign similar hashes to positive pairs

(images that are simple transformations of each other) and different hashes to negative pairs (com-

pletely different images). This way, the hashing algorithm becomes less sensitive to minor changes

in the input.

However, vulnerabilities were exposed shortly after NeuralHash’s release (Athalye, 2021). Re-

searchers demonstrated that adding imperceptible perturbations to an image could manipulate its

hash. This led to two critical vulnerabilities. First, in the “same image, different hash” scenario, an

adversary slightly can alter an illegal image (e.g., CSAM), so that it no longer matches its known

hash. This evades detection by law enforcement and undermines the system’s ability to flag pro-

hibited content. Second, in the “different image, same hash” scenario, an adversary can create a

benign image that shares the same hash as known illegal content. This could be weaponized to

falsely implicate innocent users or traumatize recipients. Both cases fundamentally compromise the

system’s reliability and safety.

Autonomous driving systems are among the most safety-critical applications of machine

learning models, where the consequences of attacks can be catastrophic (Baidu, 2017; comma.ai,

2018; Tesla, 2018). For example, a 2019 study showed that placing adversarially generated stickers

on a stop sign could cause an autonomous vehicle to misclassify it as a speed limit sign (Eykholt et

al., 2018). This misclassification could result in the vehicle failing to stop at an intersection, thereby

increasing the risk of a collision. While this type of attack is indeed alarming, some argue that it is

more practical, low-cost, and reliable to simply remove the stop sign from the intersection (Woitschek

et al., 2021). Therefore, such attacks on traffic signs, much like the pig/airplane example, serve more

as proofs of concept rather than practical threats.

For systems that rely primarily on camera footage, such as Tesla’s Autopilot, lane detection is

crucial for maintaining vehicle control. Jing et al. (2021) demonstrated that subtle perturbations

added to road markings could mislead a Tesla Model S into veering into the opposite lane. By

reverse-engineering Tesla Autopilot’s firmware, they discovered the sensitivity of the lane detection
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module to such manipulations. The researchers showed that these perturbations could be practically

implemented in the real world using materials like stickers, and potentially more covert substances

like special paints, which are invisible to the human eye but detectable by cameras. This suggests

a more concerning potential for adversaries to disrupt lane detection systems, posing severe safety

risks.

Facial recognition systems have seen significant performance improvements due to advance-

ments in deep learning, with applications that range from unlocking smartphones to automated

security screenings at border control and military facilities (Kortli et al., 2020). Compromising

these systems can have serious consequences. Research has demonstrated that these systems can be

deceived by altering a person’s physical appearance before capturing their image. Some methods

for fooling these systems involve projecting specific patterns onto the face (Zhou et al., 2018), which

can be cumbersome. In contrast, others are more practical, utilizing simple accessories like glasses

or hats (Sharif et al., 2016; Komkov et al., 2021). This poses substantial security risks, especially

where adversaries might bypass checkpoints by using such disguises. For a comprehensive survey

on attacks against facial recognition systems, we refer the reader to the work of Vakhshiteh et al.

(2021).

1.1 Contributions

The pig/airplane example illustrates a fundamental concept: subtle input perturbations can de-

ceive machine learning models. Meanwhile, the NeuralHash incident exposes the severe real-world

implications of such vulnerabilities, demonstrating the potential for misuse. Both autonomous driv-

ing and facial recognition systems underscore the critical need for robustness in machine learning

applications, especially in those used for security and safety purposes. My goal of this thesis is to

investigate various aspects of the adversarial robustness phenomenon, ranging from the development

of more effective defense and attack algorithms to understanding specific components of the model

training pipeline that contribute to vulnerability. The high-level contributions of this thesis include:

• Introducing two robustification methods: one algorithmic and the other architectural, both

designed to improve the adversarial robustness of deep learning models;

• Introducing two attack algorithms: one targeting hierarchical class structures in datasets and

the other improving the transferability of perturbations;

• Investigating the robustness difference between models trained by different optimization al-

gorithms.

Throughout this thesis, we focus on the supervised learning setting with applications in computer

vision, where the input data is an image and the output is a class label. In addition to this intro-

ductory chapter that motivates my research work, the thesis comprises four chapters presenting new

contributions (Chapters 3 to 6). It also includes a chapter (Chapter 2) that provides the reader with

the necessary background related to adversarial robustness, focusing particularly on topics relevant

to the work introduced in this thesis. For background materials that are directly related to the indi-

vidual chapters, an additional background section will be provided at the beginning of the respective

chapter. Chapter 7 summarizes the thesis, highlighting its limitations and suggesting potential areas

for future investigation. In the remainder of this section, we summarize the key contributions of

each chapter.
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SOAR: Second-Order Adversarial Regularization (Chapter 3)

The most common approach to improving the robustness of DNNs against adversarial examples is to

train with perturbed inputs. However, this method requires large amount of additional data (Schmidt

et al., 2018). In this chapter, we propose a novel regularization approach as an alternative. To de-

rive the regularizer, we formulate the adversarial robustness problem under the robust optimization

framework (Chapter 2.4) and approximate the loss function using a second-order Taylor series ex-

pansion. The proposed second-order adversarial regularizer (SOAR) is an upper bound based on the

Taylor approximation of the inner-max in the robust optimization objective. We empirically show

that the proposed method significantly improves the robustness of networks against adversarial per-

turbations. This work is reported as (Ma et al., 2020), a joint work with Fartash Faghri, Nicolas

Papernot, and Amir-massoud Farahmand.

Understanding the robustness difference between stochastic gradient de-

scent and adaptive gradient methods (Chapter 4)

Despite attention from the research community, robustness-improving methods are yet to become

the norm for machine learning practitioners due to the additional computational overhead. Most

people still train their models using the standard training regime, selecting from a pool of optimizers

and using the model with the highest validation accuracy. In this chapter, we investigate the

robustness differences between models trained with different optimizers. We first empirically show

that while the difference between the standard generalization performance of models trained using

stochastic gradient descent (SGD) and adaptive gradient methods, such as Adam (Kingma et al.,

2015) and RMSProp (Hinton et al., 2012) is small, those trained using SGD exhibit far greater

robustness under input perturbations. Notably, we demonstrate the presence of irrelevant frequencies

in natural datasets, where noise added to these frequencies do not impact the models’ generalization

performance. However, models trained with adaptive methods show sensitivity to these changes,

suggesting that their use of irrelevant frequencies can lead to solutions sensitive to perturbations.

To better understand this difference, we study the learning dynamics of gradient descent (GD) and

sign gradient descent (signGD) on a synthetic dataset that mirrors natural signals. With a three-

dimensional input space, the models optimized with GD and signGD have standard risks close to

zero but vary in their adversarial risks. Our result shows that linear models’ robustness to ℓ2-norm

bounded changes is inversely proportional to the model parameters’ weight norm: a smaller weight

norm implies better robustness. In the context of deep learning, our experiments show that SGD-

trained neural networks have smaller Lipschitz constants, explaining the better robustness to input

perturbations than those trained with adaptive gradient methods. This work is reported as (Ma

et al., 2023a), a joint work with Yangchen Pan and Amir-massoud Farahmand.

Improving hierarchical adversarial robustness of deep neural networks

(Chapter 5)

The properties of dataset can play a key role in model robustness, as we later demonstrate in Chap-

ter 4. As datasets grow in size and complexity, the number of classes and the hierarchical structure

of the classes also become increasing significant. However, we identify an overlooked aspect in the
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current literature: adversarial examples can be dangerous, but not all mistakes have equal conse-

quences. In this chapter, we introduce a novel concept called hierarchical adversarial robustness. For

datasets where classes can be grouped into meta-classes, we define hierarchical adversarial examples

as those leading to misclassification at the meta-class level. In terms of attacks, we demonstrate

that untargeted attacks are ineffective at generating hierarchical adversarial perturbations. Building

on this, we propose a hierarchical attack algorithm specifically designed to generate such examples.

On the defense side, we propose an architectural solution to improve hierarchical adversarial robust-

ness, utilizing an ensemble approach with a meta-classifier and multiple leaf classifiers, each trained

independently using adversarial defense techniques. Our empirical results show that the new model

design significantly increases hierarchical adversarial robustness. This work is reported as (Ma et al.,

2021), a joint work with Aladin Virmaux, Kevin Scaman, and Juwei Lu.

Improving Adversarial Transferability via Model Alignment (Chapter 6)

Currently, the most effective methods for improving adversarial robustness rely on some form of

adversarial training. Developing more effective and potent perturbations can often translate to

building more robust models. This motivates us to understand and improve the generation of

adversarial examples. In this chapter, we focus on the transferability of adversarial examples and

introduce a novel model alignment technique aimed at improving a given source model’s ability to

generate transferable adversarial perturbations. During the alignment process, the parameters of

the source model are fine-tuned to minimize an alignment loss. This loss measures the divergence

in the predictions between the source model and another, independently trained model, referred

to as the witness model. To understand the effect of model alignment, we conduct a geometric

analysis of the resulting changes in the loss landscape. Extensive experiments, using a variety of

model architectures, demonstrate that perturbations generated from aligned source models exhibit

significantly higher transferability than those from the original source model. This work is reported

as (Ma et al., 2024), a joint work with Amir-massoud Farahmand, Yangchen Pan, Philip Torr, and

Jindong Gu.



Chapter 2

Adversarial Perturbations:

Where to Find Them and

How to Avoid Them

The goal of this chapter is to provide the background knowledge in adversarial machine learning

upon which this thesis is developed. In Section 2.1, we first introduce the basic setup for a machine

learning problem and define key terms used throughout this thesis. Alongside these definitions, we

also provide a brief introduction to commonly used jargon in the literature on adversarial robustness.

Understanding these concepts clearly is crucial for grasping the broader field, and this thesis will

focus on a subset of them. In Sections 2.2 to 2.6, we discuss a selection of topics that are particularly

helpful in understanding the technical components of this thesis. Further related work, specific to

individual chapters, is developed in their subsequent chapters. For a comprehensive introduction to

deep learning, we refer readers to textbooks such as Hastie (2009) and Goodfellow et al. (2016).

2.1 Definitions

The Basic ML Setup

We focus on the supervised learning setting where we are given a distribution (X,Y ) ∼ D, with X

representing the input and Y the corresponding target. The domains of X and Y depend on the

specific context of the learning task. The goal of learning is to obtain a function f : X ×W → Y

that maps inputs X to outputs Y , and is parameterized by a member of the parameter space W .

Those functions are more often referred to as models, and here we use W to collectively represent

the model parameters. The performance of this model is measured by a loss ℓ : Y × Y → R that

quantifies the difference between the model output and the true output. The pointwise loss on a

single input-output pair can be denoted as ℓ(x, y;w) ≜ ℓ(f(x;w), y). During learning, we are given

samples from the distribution D in the form of a dataset {(xi, yi)}Ni=1 and the model f is learned

by minimizing the average loss over the samples: w∗ = arg minw
1
N

∑N
i=1 ℓ(xi, yi;w). This process

is known as empirical risk minimization (ERM).

The ERM process is a fundamental principle in machine learning and is used to learn a model

6
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that generalizes well to unseen data. The generalization performance of the model is evaluated using

a test set, which comprises a separate set of samples drawn from the same distribution D as the

training data but not used during the training phase. The estimation error is typically defined as

the difference between the model’s performance on the test set and its performance on the training

set.

In the context of adversarial machine learning, the robustness of a model refers to its ability

to maintain consistent generalization performance, even when small perturbations are introduced

to its inputs. Essentially, a model is considered robust if its loss does not increase significantly

under slight input modifications. For example, this means that ℓ(x, y;w) ≈ ℓ(x + δ, y;w), where δ

represents a small perturbation. This property is crucial for ensuring that the model performs well

in the presence of attacks. We will discuss this in more detail in the subsequent sections.

There are several factors that can influence the generalization and robustness of the learned

model. We discuss them below and relate them to relevant parts of this thesis where they are

further explored.

Optimization Objective: The choice of the loss function ℓ can depend on factors such as

the type of learning task. For regression problems where outputs are continuous, i.e., Y ∈ R,

the mean squared error, mean absolute error, or Huber loss are commonly used. For classification

problems where the true outputs are categorical, i.e., Y ∈ C = {1, 2, . . . , C} with C classes in

total, the cross-entropy loss is widely used. The optimization objective often consists of a loss

function with additional terms known as regularizers. Common regularizers, such as ℓ1 and ℓ2

regularization, encourage weights to have small magnitudes, often leading to improved generalization

and robustness. We will explore optimization, regularizations, and their effects on model robustness

in more detail in Section 2.4 and Chapter 3.

Model Architecture: The architecture of the model can vary significantly depending on its

intended purpose. For example, linear models are analysis-friendly and easy to interpret, making

them suitable for understanding the dynamics under different optimization objectives or parameter

update rules. Conversely, convolutional neural networks (CNNs) and more recent transformers are

favored in practice due to their ability to capture complex relationships within the data. Throughout

this thesis, we primarily focus on linear models for analytical purposes, while CNNs are the main

models used to demonstrate our experimental results. Chapter 5 introduces a novel neural network

architecture designed to improve robustness when the dataset exhibits specific structures.

Optimization Algorithm: The performance of a model can also be significantly influenced by

the choice of optimization algorithm, which depends on the properties of the dataset, the charac-

teristics of the optimization objective, and the availability of computational resources. GD updates

the parameters of the model in the direction of the negative gradient of the loss function. Its vari-

ant, SGD, updates parameters using a random subset of the training data, known as a mini-batch.

This can lead to faster convergence and is particularly useful when the dataset is large. Adaptive

optimization algorithms such as Adam (Kingma et al., 2015) and RMSprop (Hinton et al., 2012)

are also commonly used in practice. In Chapter 6, we formally present the update rule under those

algorithms and investigate how they can influence the robustness of the model.
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Adversarial Machine Learning: An Overview

In the beginning of Chapter 1, we described what attacks and defenses are from a very high level.

Below, we provide additional definitions commonly used in adversarial machine learning literature.

Adversarial examples are inputs intentionally designed to fool a machine learning model. We

focus on adversarial examples created by adding small perturbations to the original input data, re-

ferred to as adversarial perturbations. To study them, it is important to formalize and constrain

the power of the adversary. One key reason for introducing such constraints is that they provide a

mathematically precise way to define the adversary’s capabilities, making both theoretical analysis

and empirical evaluation more tractable. Specifically, we restrict the adversary to modify an input

x to x + δ where δ ∈ ∆ and ∆ denotes the constraint set. We focus on the commonly-used ϵ-balls

constraint with respect to (w.r.t.) the ℓp-norms: ∆ =
{
δ : ∥δ∥p ≤ ϵ

}
, and use Bp(x, ϵ) to denote

the ℓp-ball with radius ϵ centered around data point x. Note that other constraint sets have been

investigated too (Wong et al., 2019b).

Perturbations are usually input-specific, meaning that they are designed to cause misclassifi-

cation for a specific input. In contrast, universal adversarial perturbations are effective against

more than one input. Perturbations can also be non-targeted, where the model predicts any in-

correct label, or targeted, where the model predicts a specific incorrect label. In this thesis, we

mostly focus on input-specific non-targeted attacks, except in Chapter 5, where we investigate the

effects of targeted attacks.

Adversaries can be characterized using the information they can use and the actions they can

take to craft perturbations. When evaluating the security consequences of adversarial examples, the

term threat model is often used to define the capacity of the attackers (Papernot et al., 2016).

For instance, a white-box attack assumes complete knowledge of the target model, including its

parameters, architecture, and its training data. On the contrary, a black-box threat model refers

to the scenario where the attacker does not know anything about the model under attack. Although

the specifics of the model are unknown, adversaries can still interact with it by observing the outputs

for any given input. The black-box threat model will be the focus of Chapter 6, where we explore

the transferability of adversarial examples.

In the following sections, we discuss a selection of topics that are particularly helpful in under-

standing this thesis. While some of the works discussed might appear to be outdated, they are

included here because they provide the foundational concepts upon which many subsequent ad-

vancements have been built. For more recent studies and works closely related to the specific topics

covered in each chapter, we will review and discuss them in detail in the subsequent chapters.

2.2 Conjectures on the Existence of Adversarial Perturba-

tions

Goodfellow et al. (2015) hypothesized that the neural network’s vulnerability to adversarial pertur-

bations primarily comes from their linear nature. They demonstrated using a simple linear model

that infinitesimal changes made to a high-dimensional input can sum up to one large change to the

output, thereby creating an adversarial example. Despite their non-linear transformations, many

widely-used activation functions, such as ReLU and Sigmoid, possess linear attributes—ReLU’s lin-
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ear region and Sigmoid’s non-saturating region—which facilitate easier optimization. As such, the

authors advanced the conjecture that the existence of adversarial examples in DNNs is largely due

to these linear properties.

This hypothesis led to the development of the Fast Gradient Sign Method (FGSM), a technique

for generating adversarial perturbations constrained by the ℓ∞-norm:

δFGSM = arg max
∥δ∥∞≤ϵ

ℓ̃1st(x + δ) (2.1)

= arg max
∥δ∥∞≤ϵ

ℓ(x) +∇xℓ(x)⊤δ

= ϵ sign(∇xℓ(x)),

where the perturbation δFGSM is the solution to the constrained optimization problem by considering

the first-order Taylor approximation of the loss ℓ̃1st(x+δ) around the input. Note that we use∇xℓ(x)

to denote the gradient of the loss function w.r.t. the input x.

Earlier work by Szegedy et al. (2014) showed that the box-constrained L-BFGS method can reli-

ably generate adversarial examples, though it is a computationally intensive procedure that requires

optimization for each input individually. In contrast, FGSM offers a highly efficient alternative, as

(2.1) only involves computing a single-step gradient of the loss w.r.t. the input, which can be easily

parallelized across an entire batch of data.

Moreover, (2.1) can be easily adapted to generate perturbations under other ℓp-norm constraints.

For example, the ℓ2 variant of FGSM, which we refer to as the Fast Gradient Method (FGM), can

be formulated as:

δFGM = arg max
∥δ∥2≤ϵ

ℓ(x) +∇xℓ(x)⊤δ (2.2)

= ϵ
∇xℓ(x)

∥∇xℓ(x)∥2
.

FGSM was simple but very effective. The authors showed that a small maxout network (Good-

fellow et al., 2013) misclassifies 87% of the FGSM-perturbed test set data with ϵ = 0.1 on MNIST.

Empirical evidence supporting the linear hypothesis was further discussed in Tramèr et al. (2017).

Other hypotheses for the existence of neural network’s vulnerability to adversarial examples have also

been explored extensively. Song et al. (2018), Lee et al. (2017), and Stutz et al. (2019) suggested that

adversarial examples lie off the data manifold and are sampled from a different distribution than

the unperturbed dataset. Such a hypothesis has led to the development of adversarial detection

methods (Grosse et al., 2017; Gong et al., 2017). Conversely, Gilmer et al. (2018) refuted the

hypothesis that adversarial examples are primarily caused by a distribution shift. Using a synthetic

dataset with concentric hyperspheres, they demonstrated that adversarial examples can still be found

as long as the learned model has a non-zero error rate, even when the adversarial search space is

restricted to the data manifold. Additional hypotheses, such as the trade-off between robustness

and accuracy (Tsipras et al., 2018; Raghunathan et al., 2020) and relation to decision boundaries

(Moosavi-Dezfooli et al., 2017), have also also investigated.

More advanced attack algorithms have since been developed, with FGSM often serving as a

building block. In particular, the majority of these algorithms are multi-step variants of FGSM that
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iteratively apply FGSM with a small step size to generate adversarial perturbations. In the next

section, we discuss other techniques for generating adversarial perturbations.

2.3 Generating Adversarial Perturbations

One general approach to generating adversarial perturbation is to solve an optimization problem

that maximizes the loss function subject to a constraint on the perturbation:

δ∗ = arg max
∥δ∥p≤ϵ

ℓ(x + δ), (2.3)

where the constraint is typically defined in terms of some ℓp-norm. For example, δFGSM is a spe-

cial case of this where the maximizer can be found in closed form due to the first-order Taylor

approximation of the loss.

To improve the vanilla FGSM, a straightforward extension is to apply multiple iterations of

it with a small step size. This iterative approach is known as the Basic Iterative Method (BIM)

(Kurakin et al., 2016). Starting with the initial data point x′
0 = x, BIM updates as follows:

gt+1 = ∇xℓ(x
′
t),

x′
t+1 = ΠB∞(x,ϵ) {x′

t + α sign (∇xℓ(x
′
n))} ,

(2.4)

where gt+1 is the input gradient and α denotes the step size at each iteration. The projection

operator ΠB∞(x,ϵ) ensures that the perturbation is within the constrain. Note that one-iteration

BIM with α = ϵ is equivalent to FGSM.

Madry et al. (2018) further improves this approach by introducing a uniformly random initial-

ization of the perturbation within the ℓ∞-ball before the iterative process. The initialization step is

given by:

x′
0 = ΠB∞(x,ϵ){x + ϵδ}, (2.5)

where each dimension of δ is independently sampled from a uniform distribution U(−1, 1). This

method, known as Projected Gradient Descent (PGD), has been shown by the authors to reliably

generate strong adversarial perturbations. Several algorithms have been developed using PGD as a

foundation, including those discussed in Chapter 5 and in Croce et al. (2020). In BIM and PGD, the

number of iterations is a hyperparameter that requires tuning. Madry et al. (2018) demonstrates on

CIFAR-10 that the adversarial loss ℓ(x′
t) plateaus after a small number of iterations, opting to use

20 iterations in their evaluations. Consequently, subsequent works, including the evaluations in this

thesis, have adopted 20 iterations as a standard setting for PGD.

To find better maximizers of (2.3), more advanced methods borrow techniques initially proposed

for optimizing neural networks. Techniques such as momentum, adaptive updates, and variance

reduction are successively integrated to create more effective perturbations (Dong et al., 2018; Zou

et al., 2020; Wang et al., 2021c; Xiong et al., 2022).

Unlike FGSM and PGD which are formulated as constrained optimization problems, Carlini

et al. (2017) formulates the attack using an unconstrained optimization problem. Denote a neural

networks as: f(x) = softmax(Z(x)), where Z(·) is the pre-softmax logit, and we use Zi(x) to denote
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the logit of to the i-th class. They proposed the Carlini-Wagner (CW) attack:

min
δ
∥δ∥p + c · g(x + δ), (2.6)

where g(x′) = max {maxj ̸=t {Zj(x
′)} − Zt(x

′), 0}, t is the targeted class for misclassification. When

maxj ̸=t {Zj (x′)} − Zt (x′) ≤ 0, this means the model’s most confident output is class t and the

optimization is then simplified to min ∥δ∥p, which has a trivial solution: δ = 0. On the other hand,

when it is larger than 0, we penalize the difference of pre-softmax logits between the targeted class

and the class with the second highest value.

To ensure that the perturbed input still remains within the valid input space for images, we need

to guarantee that x + δ ∈ [0, 1]d. The authors achieved this by introducing a change of variable, w,

and defining δi = 1
2 (tanh (wi) + 1) − xi. Since −1 ≤ tanh (wi) ≤ 1, the solution will automatically

be within the constraints.

Because the optimization in (2.6) is unconstrained, this requires verifying norm of the pertur-

bation. Additional techniques were discussed in the paper which allow us to generate CW attacks

using different norms.

The PGD and CW attacks are two of the most widely used algorithms for generating adversarial

perturbations. The CW attack is primarily used to evaluate the robustness of models, while the

PGD attack is often utilized to generate adversarial examples for improving model robustness. This

topic will be explored further in the next section. Additionally, more recent robustness evaluation

toolboxes, such as AutoAttack (Croce et al., 2020), have incorporated these attacks as part of their

evaluation suites. In this thesis, we focus on PGD and AutoAttack to evaluate the robustness of our

models.

2.4 The Robust Optimization Framework

In addition to developing the PGD attack, Madry et al. (2018) explored the robust optimization

framework for improving model robustness of neural networks. The ERM process has excelled in

finding solutions with low empirical risk, but it only focuses on reducing the average-case loss on the

training set, neglecting the worst-case loss caused by adversarial perturbations. To address this, the

authors proposed a shift from the conventional ERM paradigm to one that incorporates robustness

directly into the model. This goal was formulated as a robust optimization problem where the

objective is to minimize the adversarial population risk given some perturbation constraint ∆:

min
w

E(X,Y )∼D
[

max
δ∈∆

ℓ(X + δ, Y ;w)
]
, (2.7)

where we have an interplay between two goals: the inner-max term looks for the worst-case loss

around each input, and the outer-min term aims to optimize model parameters to minimize this

loss.

Equation (2.7) represents a saddle point problem involving two variables, δ and w. For each

data point (X,Y ), the goal is to find a pair of (δ∗, w∗) such that the equation satisfies both the

maximization condition w.r.t. δ and the minimization condition w.r.t. w. To solve this, Madry et

al. (2018) proposed using alternating GD, which updates the variables in the inner-max and outer-

min terms in an alternating manner using gradient ascent and descent. The proposed PGD attack
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was then used to approximately solve the inner-max problem for an ℓ∞-norm bounded perturbation.

For the outer-min problem, the authors proposed training with PGD-perturbed training data.

They justified this approach using Danskin’s theorem, which states that descent direction at the

inner maximizer corresponds to the descent direction for the entire saddle point problem.

However, this theorem assumes that the function is continuously differentiable, a condition not

always met in neural networks due to elements like ReLU and max-pooling. Moreover, the PGD

perturbation was only an approximation to the inner-max solution. Nevertheless, training with PGD

perturbations has become a widely-used method for improving model robustness and remains one

of the state-of-the-art (SOTA) defense techniques.

Adversarial training using perturbed training data has been studied extensively by Szegedy et al.

(2014), Goodfellow et al. (2015), Kurakin et al. (2016), Madry et al. (2018), and Wong et al. (2019a).

These methods primarily differ in how perturbations are generated: L-BFGS (Szegedy et al., 2014),

FGSM (Goodfellow et al., 2015), BIM (Kurakin et al., 2016), PGD (Madry et al., 2018) and FGSM

with random initialization (Wong et al., 2019a). Under the robust optimization framework, training

with adversarial perturbations is seen as an approximation of the min-max problem described in

(2.7), through different solutions to the inner-max problem.

Generating PGD perturbations, particularly in the inner loop, is computationally expensive,

which notably limits the scalability of PGD adversarial training to large datasets. There are several

other attempts to use the min-max objective for robustifying DNNs (Huang et al., 2015; Wong

et al., 2018; Shaham et al., 2018). Notably, Wong et al. (2018) proposed adversarial training using

randomly initialized FGSM perturbations (i.e., one-step PGD), demonstrating that such models can

achieve robustness comparable to PGD-based training but at a significantly reduced computational

cost. However, FGSM with random initialization presents a considerably weaker adversary and a

less accurate approximation to the inner-max problem, therefore, quantifying the degree to which

the inner maximization must be solved in order to perform robust optimization is still an open

research area.

Although the robust optimization framework provides an initial step toward a theoretically sound

approach for robustifying neural networks, other robustification techniques exist outside this frame-

work. For instance, more recent methods leverage curriculum-based (Cai et al., 2018; Sarkar et al.,

2021), ensemble-based (Yang et al., 2020; Wang et al., 2022b; Deng et al., 2024), and contrastive

learning approaches (Jiang et al., 2020; Kim et al., 2020; Xu et al., 2024).

Bishop (1995) demonstrated that augmenting the training data with Gaussian noise is equivalent

to training with ℓ2 regularization, a connection we explore in details in Section 3.2. In Chapter 3, we

introduce a regularization method which mimics the adversarial training process. Instead of finding

the maximizers of the inner loop in (2.7) and substituting the original inputs with these maximizers,

we train models directly with a regularizer. The regularized loss upper bounds the worst-case effects

of an adversary.

2.5 The Robustness-Accuracy Trade-off

An interesting observation noted across several adversarial training methods is the undesirable trade-

off between accuracy on adversarially perturbed inputs and that on unperturbed inputs (Madry et

al., 2018; Tsipras et al., 2018; Zhang et al., 2019; Rade et al., 2022; Li et al., 2023). Raghunathan et
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al. (2020) analyzed the effect of data augmentation in the linear regression setting where the optimal

linear model has a perfect accuracy on both unperturbed and perturbed data. They considered two

minimum norm estimators:

ŵstd = arg minw {∥w∥2 : ystd = Xstdw}
ŵaug = arg minw {∥w∥2 : ystd = Xstdw, yext = Xextw}

, (2.8)

where the augmented data Xext are generated by adding noise to the standard data Xstd.

For linear regression, the authors considered a squared loss: ℓ(w) = (w − w⋆)
⊤

Σ (w − w⋆), where

Σ = E
[
XX⊤] is the data covariance. They showed that the difference in the loss of the standard

estimator and the augmented estimator, ℓ(ŵstd) − ℓ(ŵaug), hinges on the eigenvalues of Σ. This

analysis identified conditions of Σ under which the standard error does not increase when fitting

augmented data, thereby leading to methods that minimize the trade-off between standard and

robust accuracy.

Using those insights, the authors demonstrated that the robust self-training (RST) procedure

proposed by Uesato et al. (2019) and Carmon et al. (2019) satisfies the conditions in linear regression

setting. Although RST does not completely resolve the trade-off on neural networks, they showed

that it significantly minimizes the trade-off compared to other SOTA defense methods.

Several works have attempted to explain the tension between the goal of adversarial robustness

and that of standard generalization. Tsipras et al. (2018) argues that this trade-off is a consequence of

robust classifiers learning fundamentally different feature representations than standard classifiers,

conjecturing that no classifier is both accurate and robust. Similarly, Zhang et al. (2019) also

showed that the trade-off is inevitable and proposed TRADES regularization, which includes a

tunable hyperparameter to balance the trade-off between robustness and accuracy. Along with

PGD adversarial training, TRADES-regularized models are also included as our baselines in the

experiments in Chapters 3 and 5. The objective can be formulated as:

min
w

E(X,Y )∼D

[
ℓ(X,Y ;w) +

1

λ
·max
δ∈∆

KL(f(X + δ)||f(X))

]
,

where f(·) is the probability of classes and λ governs the trade-off between clean accuracy and

adversarial robustness. Throughout this thesis, we consistently observe a trade-off between standard

and robust accuracy across all datasets and models tested.

2.6 The Transferability of Adversarial Perturbations

Attacking the target model using algorithms such as PGD and CW requires knowing the model’s

architecture and weights, a scenario known as the white-box threat model. This assumes that the

adversary has an exact replica of the target model, a strong assumption that is rarely met in practice.

However, this does not imply that models are secure from attacks. A unique property of adversarial

examples is their transferability, where perturbations generated for one model can often deceive

another, even across different architectures (Goodfellow et al., 2015).

Motivated by this phenomenon, researchers have proposed generating adversarial examples using

a surrogate model and then transferring them to the target model, leading to the development of the

black-box attack framework (Papernot et al., 2017). In this framework, a substitute model is trained
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to approximate the decision boundary of the target model by querying its outputs. Adversarial

examples are then generated using this surrogate and transferred to the target.

Under this framework, the goal is to limit the number of queries required to learn the substitute

model. This led to a heuristic for generating synthetic training set called Jacobian-based Dataset

Augmentation. By examining the substitute model’s Jacobian matrix at a given input, it reveals

directions in which the substitute model’s output is varying, and thus requires more input-output

pairs to more accurately approximate the decision boundary of the target model. The effectiveness

of this technique was demonstrated against online ML classifiers hosted by companies like Amazon

and Google, achieving misclassification rates of 96.19% and 88.9%, respectively.

When robustifying models, many defenses only reach an illusion of robustness through methods

collectively known as gradient masking (Athalye et al., 2018), which describes the scenario that

gradient-based attacks are unable to generate perturbation due to insufficient gradient information.

These methods often fail against transferred attacks, such as those proposed by Papernot et al.

(2017). Note that with unlimited queries, a substitute model could replicate the target model. This

leads to ongoing research aimed at improving the efficiency of query strategies (Cheng et al., 2019;

Guo et al., 2019).

What makes adversarial examples transferable? Various hypotheses have been proposed, with

one popular theory suggesting that the transferability is due to the similar geometric structures in

the loss landscapes of different models (Fawzi et al., 2017; Charles et al., 2019; Zhao et al., 2020;

Liu et al., 2016). For instance, Liu et al. (2016) showed that different models often share similar

decision boundaries, enabling adversarial examples to transfer between them.

In Chapter 6, we begin by presenting a taxonomy of various transferability-enhancing methods.

We then introduce a fine-tuning technique to transform any source model into one from which

attacks generate more transferable adversarial perturbations. We also leverage a geometric analysis

to understand the effect of the proposed transferability improvement technique.



Chapter 3

Regularized Training for

Improving Adversarial Robustness

3.1 Introduction

The intuition behind adversarial training is that by adding sufficiently enough adversarial examples,

the network gradually becomes robust to the attack it was trained on (Section 2.4). However, a

significant challenge with this approach is the tremendous amount of additional data required for

learning a robust model. Schmidt et al. (2018) demonstrated that, under the assumption of a

Gaussian data distribution, the sample complexity for achieving robust generalization is
√
d times

greater than that for standard generalization, where d represents the input dimension. This implies

that that current datasets may be insufficient for attaining high adversarial accuracy. In this work, as

an alternative to data augmentation, we propose to robustify the model by introducing a regularizer

that specifically penalizes model parameters vulnerable to attacks. By minimizing the regularized

loss function, we get models that are robust to adversarial examples. This method offers a more

direct and more efficient way to improve model robustness compared to traditional adversarial

training methods.

Both adversarial training and our proposed approach can be formulated under the robust op-

timization framework (Section 2.4). In this formulation, one is seeking to improve the worst-case

performance of the model measured by a loss function ℓ. Given each training data, adversarial

training first generates a perturbation using a specific attack technique and then updates the model

parameters based on the loss evaluated at the perturbed data point. Our proposed method, on the

other hand, eliminates the need for finding such perturbations. It is based on approximating the

loss at the perturbed data point x + δ using its second-order Taylor series expansion, i.e.,

ℓ(x + δ) ≈ ℓ(x) +∇xℓ(x)⊤δ +
1

2
δ⊤∇2

xℓ(x)δ,

and then upper bounding the worst-case loss using these expansion terms. By considering both

gradient and Hessian of the loss function w.r.t. the input, we directly identify the model parameters

that could be exploited by an adversary and regularize them during the training process. We call

This chapter is based on our work in SOAR: Second-Order Adversarial Regularization.
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the method Second-Order Adversarial Regularizer (SOAR).

3.1.1 Contributions

In this chapter, we first introduce an example with linear models to motivate the development of our

method in Section 3.2. The derivation of SOAR and a discussion of related regularization approaches

are included in Section 3.3. The experiment results are included in Section 3.4. In the course of the

development of SOAR, we make the following contributions:

• We show that an over-parameterized linear regression model can be severely affected by an

adversary, even though its population loss is zero. We robustify it with a regularizer that

exactly mimics the adversarial training. This suggests that regularization can be used instead

of adversarial training (Section 3.2).

• Inspired by such a possibility, we develop a regularizer which upper bounds the worst-case

effect of an adversary under an approximation of the loss. In particular, we derive SOAR,

which approximates the inner maximization of the robust optimization formulation based on

the second-order Taylor series expansion of the loss function (Section 3.3).

• We study SOAR in the logistic regression setting and reveal challenges with regularization

using Hessian w.r.t. the input. We develop a simple initialization method to circumvent the

issue (Section 3.3.4).

• We empirically show that SOAR significantly improves the adversarial robustness of the net-

work against ℓ∞ attacks and ℓ2 attacks generated based on PGD (Madry et al., 2018) on

CIFAR-10 (Section 3.4).

• We further investigate SOAR under state-of-the-art method AutoAttack (Croce et al., 2020)

and analyze the drop in robustness against it. We also discuss several hypotheses regarding

this decrease in robustness (Section 3.4.2).

3.2 Understanding Adversarial Training Using Linear Re-

gression with an Over-parametrized Model

We start with a linear model example to motivate the development of our regularizer. We show

that for over-parameterized linear models, gradient descent (GD) finds a solution that has zero

population loss, but is prone to attacks. We then show that this problem can be avoided with an

appropriate regularizer. Hence, we do not need adversarial training to robustify such a model. This

simple illustration motivates the development of our method in next sections.

Consider a linear model fw(x) = ⟨w , x ⟩ with x,w ∈ Rd. Suppose that w∗ represents the true

model that is used to generate the target: y = x⊤w∗, where w∗ = (1, 0, . . . , 0)⊤. The distribution

of x ∼ p is confined to a 1-dimensional subspace, { (x1, 0, 0, . . . , 0) : x1 ∈ R }. So the density of x is

p ((x1, . . . , xd)) = p1(x1)δ(x2)δ(x3) . . . δ(xd), where δ(·) is Dirac’s delta function. This setup can be

thought of as using an over-parameterized model that has many irrelevant dimensions with data that

is only covering the relevant dimension of the input space. This is a simplified model of the situation

when the data manifold has a dimension lower than the input space. We consider the squared error
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pointwise loss ℓ(x;w) = 1
2 |⟨x , w ⟩ − ⟨x , w

∗ ⟩|2. Denote the residual by r(x;w) = ⟨x , w − w∗ ⟩, and

the population loss by L(w) = E [ℓ(X;w)].

Suppose that we initialize the weights as w(0) = W ∼ N(0, σ2Id×d), and use GD on the popu-

lation loss, i.e., w(t + 1)← w(t)− η∇wL(w).

The partial derivatives of the population loss are

∂L(w)

∂wj
=

∫
⟨x , w − w∗ ⟩ p(x)dx = (wj − w∗

j )E [Xj ].

Notice that the gradient in dimension j = 1 is non-zero, unless (w1 − w∗
1)E [X1] = 0. Assuming

that E [X1] ̸= 0, this implies that the gradient will not be zero unless w1 = w∗
1 . On the other hand,

the gradients in dimensions j = 2, . . . , d are all zero, so GD does not change the value of wj(t) for

j = 2, . . . , d. Therefore, under the proper choice of learning rate η, we get that the asymptotic

solution of GD solution is w̄ ≜ limt→∞ w(t) = (w∗
1 , w2(0), w3(0), . . . , wd(0))⊤.

We make two observations. The first is that L(w̄) = 0, i.e., the population loss is zero. So from

the perspective of training under the original loss, we are finding the optimal solution. The second ob-

servation is that we can easily attack this model by perturbing x by ∆x = (0,∆x2,∆x3, . . . ,∆xd)⊤.

The loss at x + ∆x is

ℓ(x + ∆x;w) =
1

2
|(w1 − w∗

1)x1 + ⟨w , ∆x ⟩|2 =
1

2
|r(x;w) + ⟨w , ∆x ⟩|2 .

With the choice of ∆xi = ϵ sign(wi(0)) (for i = 2, . . . , d) and ∆x1 = 0, an FGSM-like attack

(Goodfellow et al., 2015) at w̄ leads to the pointwise loss of

ℓ(x + ∆x; w̄) =
1

2
ϵ2
[ d∑

j=2

|wj(0)|
]2
≈ 1

2
ϵ2 ∥w(0)∥21 , (3.1)

when d≫ 1.

Now, to get a better sense of this loss, we compute its expected value w.r.t. the randomness of

weight initialization. We have that (including the extra |w1(0)| term too)

EW∼N(0,σ2Id×d)

[
∥W∥21

]
= E

 d∑
i,j=1

|Wi||Wj |

 =

d∑
i=1

E
[
|Wi|2

]
+

d∑
i,j=1,i̸=j

E [|Wi|]E [|Wj |] ,

where we used the independence of the random variable Wi and Wj when i ̸= j. The expectation

E
[
|Wi|2

]
is the variance σ2 of Wi. The random variable |Wj | has a folded normal distribution, and

its expectation E [|Wj |] is
√

2
πσ. Thus, we get that

EW∼N(0,σ2Id×1)

[
∥W∥21

]
= dσ2 + d(d− 1)

2

π
σ2 ≈ 2

π
d2σ2,

for d≫ 1. The expected population loss of the specified attack ∆x at the asymptotic solution w̄ is

EX,W [ℓ(X + ∆x); w̄)] ≈ O(ϵ2d2σ2).

The dependence of this loss on dimension d is significant, showing that the learned model is quite
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vulnerable to attacks. We note that the conclusions would not change much with initial distributions

other than the Normal distribution. The culprit is obviously that GD is not forcing the initial weights

to go to zero when there is no data from irrelevant and unused dimensions. This simple problem

illustrates how the optimizer and an over-parameterized model might interact and lead to a solution

that is prone to attacks.

An effective solution is to regularize the loss to encourage the weights of irrelevant dimensions

going to zero. A generic regularizer is to use the ℓ2-norm of the weights, i.e., formulate the problem

as a ridge regression. In that case, the regularized population loss is

Lridge(w) =
1

2
E
[
|⟨X , w ⟩ − ⟨X , w∗ ⟩|2

]
+

λ

2
∥w∥22 .

The solution of ∇wLridge(w) = 0 is

w̄j(λ) =


µ1

µ1+λw
∗
1 j = 1

0 j ̸= 1.

The use of this generic regularizer seems reasonable in this example, as it enforces the weights

for dimensions 2 to d to become zero. Its only drawback is that it leads to a biased estimate of

w∗
1 . We can obtain a similar conclusion for the ℓ1 regularizer (Lasso). Although the bias can be

made small with a small choice for λ, this comes at the cost of extended training time. Rather

than relying on generic regularizers, can we define a regularizer specifically designed to improve

adversarial robustness?

Bishop (1995) showed the connection between training with random perturbation and Tikhonov

Regularization. Inspired by this idea, we develop a regularizer that mimics the adversary itself. Let

us assume that a particular adversary attacks the model by adding ∆x = (0, ϵ sign(w2(0)), . . . , ϵ sign(wd(0))⊤.

The population loss at the perturbed point is

Lrobustified(w) ≜ E [ℓ(X + ∆x;w)] =
1

2
E


∣∣∣∣∣∣r(x;w) + ϵ

d∑
j=2

|wj |

∣∣∣∣∣∣
2
 (3.2)

= L(w) + ϵE [r(X;w)] ∥w2:d∥1 +
ϵ2

2
∥w2:d∥21 ,

where ∥w2:d∥1 =
∑d

j=2 |wj |.1

It is important to understand the relation between (3.1) and (3.2). While (3.1) shows the loss

under attack for the asymptotic solution, (3.2) shows the loss for any w. By choosing w = w̄, the

first two terms in (3.2) become zero and we are left with the same term as in (3.1).

Note that minimizing Lrobustified(w) is equivalent to minimizing the model at the point x′ =

x + ∆x, where ∆x = (0, ϵ sign(w2(0)), . . . , ϵ sign(wd(0))⊤. The regularizer ϵE [r(X;w)] ∥w2:d∥1 +
ϵ2

2 ∥w2:d∥21 incorporates the effect of adversary in exact form. This motivated the possibility of

designing a regularizer tailored to prevent attacks.

Under the robust optimization framework, regularization and adversarial training are two realiza-

tions of the inner-max objective in (2.7), but regularization relieved us from finding the perturbation,

1A similar, but more complicated result, would hold if the adversary could also attack the first dimension.



CHAPTER 3. REGULARIZED TRAINING FOR IMPROVING ADVERSARIAL ROBUSTNESS 19

as is done in adversarial training. In this section, because of the linear model and the squared error

loss, we could design a regularizer that exactly mimics the effect of the adversary. How can we design

a regularizer for more complicated models, such as DNNs? We address this in the next section.

3.3 Adversarial Regularization: An Alternative to Adversar-

ial Training

The main idea of the proposed regularization approach is to approximate the loss function using

the Taylor series expansion and then solve the inner maximization term of the robust optimization

formulation (2.7) using the approximated form. In this section, we first derive a regularizer using

the first-order Taylor series expansion, which we refer to as the First-Order Adversarial Regularizer

(FOAR). Following that, we derive SOAR using the second-order Taylor series expansion. We then

discuss the challenges of using the second-order derivative of the loss w.r.t. the input, known as the

input Hessian, in logistic regression and propose a simple initialization method to address the issue.

3.3.1 First-Order Adversarial Regularization

Assuming that the loss is twice-differentiable, we can approximate the loss function around input x

by its second-order Taylor expansion

ℓ(x + δ, y;w) ≈ ℓ̃2nd(x + δ, y;w) ≜ ℓ(x, y;w) +∇xℓ(x, y;w)⊤δ +
1

2
δ⊤∇2

xℓ(x, y;w)δ, (3.3)

where ∇xℓ(x, y;w) ∈ Rd and ∇2
xℓ(x, y;w) ∈ Rd×d are the gradient and Hessian of the loss w.r.t. the

input x, respectively.

From a geometric perspective, the gradient term captures the slope of the loss function at x, while

the Hessian term represents the curvature at x. Together, they provide a second-order approximation

of the loss function around x. Although the gradient is straightforward to compute, computing the

input Hessian is computationally expensive for high-dimensional inputs. To address this, we can

approximate the Hessian using Hessian-free techniques such as the Hessian-vector product. We will

discuss this in more detail in the following section.

For brevity, we drop w, y and use ∇ to denote ∇x. Let us focus on the ℓp attacks, where the

constraint set in (2.7) is ∆ = {δ : ∥δ∥p ≤ ϵ} for some ϵ > 0 and p ≥ 1. We focus on the ℓ∞ attack

because of its popularity, but we also derive the formulation for the ℓ2 attacks.

As a warm-up, let us solve the inner maximization of (2.7) by considering the first-order Taylor

series expansion. We have

ℓFOAR(x) ≜ max
∥δ∥p≤ϵ

ℓ(x) +∇ℓ(x)⊤δ = ℓ(x) + ϵ ∥∇ℓ(x)∥q , (3.4)

for 1 ≤ p ≤ ∞ and q satisfying p−1 + q−1 = 1. Focusing on the ℓ∞ attack, we have p = ∞ and

q = 1, so the FOAR is ϵ ∥∇ℓ(x)∥1. This regularizer is similar to the one proposed by Simon-Gabriel

et al. (2019) with the choice of ℓ∞ perturbation set.
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3.3.2 Second-Order Adversarial Regularization

In our work, we take one-step further and solve the inner maximization problem based on the

second-order Taylor expansion:

max
∥δ∥p≤ϵ

ℓ(x) +∇ℓ(x)⊤δ +
1

2
δ⊤∇2ℓ(x)δ, (3.5)

for p = 2,∞. The second-order expansion in (3.3) can be rewritten as

ℓ(x + δ) ≈ ℓ(x) +
1

2

δ
1

⊤ ∇2ℓ(x) ∇ℓ(x)

∇ℓ(x)⊤ 1

δ
1

− 1

2
(3.6)

= ℓ(x) +
1

2
δ′⊤Hδ′ − 1

2
,

where δ′ = [δ; 1]. This allows us to derive an upper bound on the expansion terms using the properties

of a single Hessian H. Note that δ′ is a d+ 1-dimensional vector and H is a (d+ 1)× (d+ 1) matrix.

To derive SOAR, we need to find an upper bound on δ′⊤Hδ′ under the attack constraint.

For the ℓ∞ attack, solving this maximizing problem is not as easy as in (3.4) since the box-

constrained quadratic programming problem in formulation (3.5) is NP-hard when the input Hessian

is non-convex (Burer et al., 2009), which is typically the case in neural networks. Even though there

exist semi-definite programming (SDP) relaxations, such approaches require the exact Hessian w.r.t.

the input. And even if we could compute the exact Hessian, SDP itself is a computationally expensive

approach, and not suitable to be within the inner loop of a DNN training.

Our goal is to derive a second-order regularizer for perturbations constrained by the ℓ∞ norm,

i.e., ∥δ∥∞ ≤ ϵ. To achieve this, we first consider (3.5) under the constraint ∥δ∥2 ≤
√
dϵ and then

relate it to ∥δ∥∞ ≤ ϵ. As we see later, this approach leads to a computationally efficient solution.

Proposition 3.3.1. Let ℓ : Rd → R be a twice-differentiable function. For any ϵ > 0, we have

max
∥δ∥2≤

√
dϵ
ℓ̃2nd(x + δ) ≤ ℓ(x) +

dϵ2 + 1

2
E [∥Hz∥2]− 1

2
, (3.7)

where H is defined in (3.6) and z ∼ N (0, I(d+1)×(d+1)).

Proof.

max
∥δ∥2≤

√
dϵ
ℓ̃2nd(x + δ) = max

∥δ∥2≤
√
dϵ
ℓ(x) +

1

2

δ
1

⊤ ∇2ℓ(x) ∇ℓ(x)

∇ℓ(x)⊤ 1

δ
1

− 1

2

= ℓ(x) +
1

2
max

∥δ∥2≤
√
dϵ

δ
1

⊤

H

δ
1

− 1

2

≤ ℓ(x) +
1

2
max

∥δ′∥2≤
√
dϵ2+1

δ′⊤Hδ′ − 1

2
.

To upper bound max∥δ′∥2≤
√
dϵ2+1 δ

′⊤Hδ′, we first denote ϵ′ =
√
dϵ2 + 1 and use the Cauchy-
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Schwarz inequality to obtain

max
∥δ′∥2≤ϵ′

δ′⊤Hδ′ ≤ max
∥δ′∥2≤ϵ′

∣∣δ′⊤Hδ′
∣∣ ≤ max

∥δ′∥2≤ϵ′
∥δ′∥2 ∥Hδ′∥2 = ϵ′ max

∥δ′∥2≤ϵ′
∥Hδ′∥2 = ϵ′2 ∥H∥2 ,

where the last equality is obtained using definitions of the ℓ2-induced matrix norm, commonly

referred to as the spectral norm. Since computing ∥H∥2 would again require the exact input Hessian,

which we want to avoid, so we further upper bound the spectral norm by the Frobenius norm as

∥H∥2 = σmax(H) ≤ ∥H∥F .

The Frobenius norm itself satisfies

∥H∥F =
√

Tr(H⊤H) = E [∥Hz∥2] , (3.8)

where z ∼ N (0, I(d+1)×(d+1)). To understand the last equality in (3.8), first note that:

∥Hz∥22 = (Hz)⊤(Hz) = z⊤H⊤Hz.

Taking the expectation of both sides, we have:

E
[
∥Hz∥22

]
= E

[
z⊤H⊤Hz

]
= Tr(H⊤H),

where the last equality is obtained using E
[
z⊤Az

]
= Tr(A) for any square matrix A and a standard

Gaussian vector z.

Therefore, we can estimate ∥H∥F by sampling random vectors z and compute the sample average

of ∥Hz∥2.

Using Proposition 3.3.1, we obtain an upper bound on the worst-case second-order approximated

loss under an ℓ2 perturbation of size
√
dϵ. The next corollary follows directly from this proposition.

Corollary 3.3.2. Let ℓ : Rd → R be a twice-differentiable function. For any ϵ > 0, we have

max
∥δ∥∞≤ϵ

ℓ̃2nd(x + δ) ≤ ℓ(x) +
dϵ2 + 1

2
E [∥Hz∥2]− 1

2
, (3.9)

where H is defined in (3.6) and z ∼ N (0, I(d+1)×(d+1)).

Proof. With δ ∈ Rd, an ℓ∞-ball of size ϵ is enclosed by an ℓ2-ball of size
√
dϵ with the same center.

Therefore, we can upper bound the inner maximization by

max
∥δ∥∞≤ϵ

ℓ̃2nd(x + δ) ≤ max
∥δ∥2≤

√
dϵ
ℓ̃2nd(x + δ) ≤ ℓ(x) +

dϵ2 + 1

2
E [∥Hz∥2]− 1

2
, (3.10)

where the last inequality follows from Proposition 3.3.1.

The result in Corollary 3.3.2 upper bounds the maximum of the second-order approximation ℓ̃2nd

over an ℓ∞ ball with radius ϵ, and relates it to an expectation of a Hessian-vector product. This can

be understood as an upper bound on the worst-case damage of an adversary under a second-order

approximation of the loss.
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Let us take a closer look at Hz. By decomposing z = [zd, z1]
⊤

, we get

Hz =

∇2ℓ(x)zd + z1∇ℓ(x)

∇ℓ(x)⊤zd + z1

 .

Now, we have circumvented the computationally intensive process of computing the input Hessian

matrix ∇2ℓ(x), as the term ∇2ℓ(x)zd can be computed efficiently using Finite Difference (FD)

approximation:

∇2ℓ(x)zd ≈ ∥zd∥2
∇ℓ(x + hz̃d)−∇ℓ(x)

h
. (3.11)

Note that E [∥zd∥2] =
√
d for normally distributed z, and to ensure consistence between the step

size in the numerator and denominator, we normalize zd by using z̃d = zd
∥zd∥2

.

To summarize, the SOAR regularizer, formulated to improve robustness against perturbations

of size ϵ constrained by the ℓ∞ norm, evaluated at x, with a direction z, and FD step size h > 0 is

R(x; z, h, ϵ) =
dϵ2 + 1

2

∥∥∥∥∥∥
∥zd∥2 ∇ℓ(x+hz̃d)−∇ℓ(x)

h + z1∇ℓ(x)

∇ℓ(x)⊤zd + z1

∥∥∥∥∥∥
2

. (3.12)

The expectation in (3.9) can then be approximated by taking multiple samples of z drawn from

z ∼ N (0, I(d+1)×(d+1)). These samples would be concentrated around its expectation. Note that

P {∥Hz∥ − E [∥Hz∥] > t} ≤ 2 exp(− ct2

∥H∥2
), where c is a constant and ∥H∥2 is the ℓ2-induced norm

(see Theorem 6.3.2 of Vershynin (2018)). In practice, we observed that taking more than one sample

of z do not provide significant improvement for increasing adversarial robustness; we include an

empirical study on the the effect of sample sizes in Appendix 3.B.

3.3.3 Revisiting the Linear Regression Example

Before we discuss the remaining details, let us revisit the linear regression example from Section 3.2.

Recall that we fully robustify the model with an appropriate regularizer in (3.2). To further motivate

a second-order approach such as SOAR, we demonstrate below that we can obtain the first two

terms in (3.2) with a first-order regularizer, and we recover the exact form with a second-order

formulation. This means that a second-order regularizer captures the exact effect of training with

adversarial examples.

To demonstrate this, we first compute the gradient of the loss w.r.t. the input

∇ℓ(x;w) = (⟨w , ∆x ⟩ − ⟨w∗ , ∆x ⟩)(w − w∗) = r(x;w)(w − w∗),

and the Hessian w.r.t. the input

∇2ℓ(x;w) = (w − w∗)(w − w∗)⊤.
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To approximate (3.2) using its first-order expansion, we have

E
[
ℓ(X;w) +∇ℓ(X;w)⊤∆x

]
= L(w) + E

[
r(X;w)(w − w∗)⊤∆x

]
= L(w) + E

[
r(X;w)w⊤∆x

]
= L(w) + ϵE [r(X;w)] ∥w2:d∥1 ,

where w∗⊤∆x = 0 because of our particular choice of ∆x and w∗, and we obtain the first two terms

in (3.2). Note that the perturbation ∆x generally depends on the input x. However, under our

definition, ∆x = (0, ϵ sign(w2(0)), . . . , ϵ sign(wd(0))⊤ is fixed, as we disregard the contribution from

the first dimension.

The second-order approximation is

E
[
l(X;w) +∇xl(X;w)⊤∆x +

1

2
∆x⊤∇2

xl(x;w)∆x

]
=L(w) + ϵE [r(X;w)] ∥w2:d∥1 +

1

2
∆x⊤(w − w∗)(w − w∗)⊤∆x

=L(w) + ϵE [r(X;w)] ∥w2:d∥1 +
ϵ2

2
∥w2:d∥21 ,

which recovers the exact form in (3.2).

Next, we study SOAR in the simple logistic regression setting, which shows potential failure of

the regularizer. Based on the insight, we provide the remaining details of the method.

3.3.4 Avoiding Gradient Masking

We discussed gradient masking in Section 2.4 and its implications on finding adversarial examples.

For SOAR, gradient masking leads to a poor approximation of the loss function, which in turn

results in an ineffective regularizer. We provide an example to illustrate this issue and propose a

simple initialization method to address it.

Consider a linear classifier f : Rd × Rd → [0, 1] with the form f(x;w) = ϕ(⟨w , x ⟩), where

x,w ∈ Rd are the input and the weight, and ϕ(z) = 1
1+e−z is the sigmoid function. The output

of f has the interpretation of being a Bernoulli distribution. For the cross-entropy loss function

ℓ(x, y;w) = −[y log f(x;w) + (1 − y) log(1 − f(x;w))], the gradient w.r.t. the input x is ∇ℓ(x) =

(f(x;w)− y)w and the Hessian w.r.t. the input x is ∇2ℓ(x) = f(x;w)(1− f(x;w))ww⊤.

The second-order expansion in (3.3) with the gradient and Hessian evaluated at x is

ℓ(x + δ) ≈ ℓ(x) + r(x, y;w)w⊤δ +
1

2
u(x;w)δ⊤ww⊤δ, (3.13)

where r = r(x, y;w) = f(x;w) − y and u = u(x;w) = f(x;w)(1 − f(x;w)). This residual term r

describes the difference between the predicted probability and the correct label. The u term can be

interpreted as how confident the model is about its predication (correct or incorrect), and is close

to 0 whenever the classifier is predicting a value close to 0 or 1. With this setup, the maximization

in (3.5) with p = 2 becomes

ℓ(x) + max
∥δ∥2≤ϵ

[
rw⊤δ +

1

2
uδ⊤ww⊤δ

]
= ℓ(x) + ϵ |r(x, y;w)| ∥w∥2 +

ϵ2

2
u(x;w) ∥w∥22 ,
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Table 3.1: Comparing the probability of the most likely class across various training
methods (%). Specifically, we compute 1

N ΣN
n=1 maxi∈1,2,...,c P (xn)i, where P (xn)i represent the

model’s predicted probability of class i given test data xn. We focus on standard training, adversarial
training with 10-step PGD (PGD10), and SOAR with different initializations. We consider three
types of input data: clean data (Clean), perturbed with random noise (Random), and perturbed
with PGD1 (PGD1). We observe that SOAR with zero and random initializations are extremely
confident on all types of data. SOAR with PGD1 initialization is less confident on PGD1 data
compared to the other two types, close to the standard training.

Method Clean Random PGD1

Standard 98.11 97.81 96.83

PGD10 70.33 70.04 65.46

SOAR

- zero init 99.99 99.97 99.99

- random init 99.98 99.98 100.0

- PGD1 init 97.71 97.63 97.94

where the two regularizers encourage the norm of w to be small, weighted according to the residual

r(x, y;w) and the uncertainty u(x;w).

Consider a linear interpolation of the cross-entropy loss from x to a perturbed input x′. Specif-

ically, we consider ℓ(αx + (1 − α)x′) for α ∈ [0, 1]. Previous work has empirically shown that as α

increases from 0 to 1, the value of the loss follows a logistic function (Madry et al., 2018): exhibiting

little to no curvature at x, followed by rapid growth, and eventually plateauing. In such a case, if we

use Hessian exactly at x, it leads to an inaccurate approximation of the value at ℓ(x′). This causes

a poor approximation of the inner-max, and the derived regularization will not be effective.

For the approximation in (3.13), this issue corresponds to the scenario in which the classifier is

very confident about the clean input at x. Standard training techniques, such as minimizing cross-

entropy loss, optimize the model by assigning high probability to the correct class and pushing the

probabilities of incorrect classes toward 0. This incentivizes the model to return the correct label

with high confidence. Whenever the classifier is correct with a high confidence, both r and u will

be close to zero. As a result, the effect of the regularizer diminishes, i.e., the weights are no longer

regularized. In such a case, the Taylor series expansion, computed using the gradient and Hessian

evaluated at x, becomes an inaccurate approximation to the loss, and hence its maximizer is not a

good solution to the inner maximization problem.

Note that this does not mean that Taylor series expansion cannot be used to approximate the

loss. In fact, by the mean value theorem, there exists an h⋆ ∈ (0, 1) such that the second-order Taylor

expansion is exact: ℓ(x+ δ) = ℓ(x) +∇ℓ(x)⊤δ + 1
2δ

⊤∇2ℓ(x+h⋆δ)δ. The issue is that if we compute

the Hessian at x (instead of at x + h⋆δ), our approximation might not be very good whenever the

curvature profile of the loss function at x is drastically different from the one at x + h⋆δ.

In Table 3.1, we demonstrate the ineffectiveness of SOAR when the gradient and Hessian are

evaluated at x. In particular, we compare the average value of the highest probability output for test

set data with various initializations, under different training methods. Training with SOAR using

zero or random initialization leads to models with nearly 100% confidence on their predictions. Here,
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Algorithm 3.1: Improving adversarial robustness via SOAR

Input : Training dataset. Learning rate η, training batch size b, number of iterations T ,
ℓ∞ constraint of ϵ, Finite difference step-size h.

1 Initialize network with pretrained weight w;
2 for t ∈ {0, 1, . . . , T} do
3 Get mini-batch B = {(x1, y1) , · · · , (xb, yb)} from the training set.
4 for j = 1, . . . ,m (in parallel) do
5 x′

j ← xj + δ, where δ ← (δ1, δ2, . . . , δd)⊤ and δi ∼ U(− ϵ
2 ,

ϵ
2 ).

6 x′
j ← ΠB(xj ,

ϵ
2 )

{
x′
j + ϵ

2 sign (∇xℓ(x
′
j))

}
where ΠB(xj ,

ϵ
2 ) denotes the projection onto

the ℓ∞-norm ball of radius ϵ
2 , centered at xj .

7 Sample z ∼ N (0, I(d+1)×(d+1)).
8 Compute the SOAR regularizer R(x′

j ; z, h,
ϵ
2 ) as (3.12).

9 Compute the pointwise objective: ℓSOAR(xj , yj) = ℓ(x′
j , yj) + R(x′

j ; z, h,
ϵ
2 ).

10 end

11 wt+1 ← wt − η × 1
b

∑b
j=1∇wt

ℓSOAR.

12 end

random initialization denotes randomly initializing x within the ℓ∞ ball of size ϵ centered at the clean

input x: x′ = x+δ, where δ = (δ1, δ2, . . . , δd)⊤ and δi ∼ U(−ϵ, ϵ). The results in Appendix 3.C show

that those SOAR-regularized models are still vulnerable under transfer-based black-box attacks.

Highly confident predictions could be an indication for gradient masking. Suppose that the model

makes predictions with 100% confidence on any given input. This leads to a piece-wise constant loss

surface that is either zero (correct predictions) or infinity (incorrect predictions). The gradient of

this loss function is either zero or undefined, and thus making gradient ascent ineffective. Therefore,

white-box gradient-based attacks such as PGD are unable to find adversarial examples.

This suggests a heuristic to improve SOAR. That is to evaluate the gradient and Hessian, through

FD approximation (3.11) at a less confident point within the ℓ∞ ball of x. We found that evaluating

the gradient and Hessian at inputs perturbed by 1-step PGD (PGD1) can alleviate the issue of

overconfident predictions, reducing the confidence levels to those comparable with standard training.

Also, to ensure the regularization is of the original ℓ∞ ball of ϵ, we first initialize x with ℓ∞ PGD1

perturbation of size ϵ
2 , and then the SOAR regularizer is applied with the perturbation constrained

by ϵ
2 . Based on this heuristic, the regularized pointwise objective for a data point (x, y) is

ℓSOAR(x, y) = ℓ(x′, y) + R(x′; z, h,
ϵ

2
), (3.14)

where z ∼ N (0, I(d+1)×(d+1)) and the point x′ is initialized at PGD1 adversary. We summarize the

full training procedure with SOAR in Algorithm 3.1. Note that it is presented as if the optimizer

is SGD, but we may use other optimizers as well. Moreover, we include additional discussions and

experiments on gradient masking in Appendix 3.F.

3.3.5 Related Work

Several regularization-based alternatives to adversarial training have been proposed. Simon-Gabriel

et al. (2019) considered the ℓ∞ perturbation set and designed a regularizer under the first-order

Taylor approximation, which we refer to as FOAR. Qin et al. (2019) proposed local linearity regu-
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larization (LLR), where the local linearity is defined by the maximum error of the first-order Taylor

approximation of the loss. The LLR objective consists of the local linearity measure and the mag-

nitude of the projection of gradient along the corresponding direction of the local linearity measure.

CURE (Moosavi-Dezfooli et al., 2019) is the closest to our method. The authors observed that

adversarial training leads to a reduction in the magnitude of eigenvalues of the Hessian w.r.t. the

input. Thus, they proposed directly minimizing the curvature of the loss function to mimic the

effect of adversarial training. An important advantage of our proposed method is that SOAR is

derived from a complete second-order Taylor approximation of the loss, while CURE exclusively

focuses on the second-order term for the estimation of the curvature. Note the final optimization

objective in SOAR, FOAR, LLR and CURE contains derivative w.r.t. the input of the DNN, and

such a technique was first introduced to improve generalization by Drucker et al. (1992) as double

backpropagation.

Another related line of adversarial regularization methods do not involve approximation to the

loss function nor robust optimization. TRADES introduces a regularization term that penalizes the

difference between the output of the model on a training data and its corresponding adversarial

example (Zhang et al., 2019). Misclassification aware adversarial training (MART) reformulated

the training objective by explicitly differentiating between the misclassified and correctly classified

examples (Wang et al., 2020b). Ding et al. (2018) present another regularization approach that

leverages adaptive margin maximization (MMA) on correctly classified example to robustify the

model.

3.4 Experiments

In this section, we verify the effectiveness of the proposed regularization method. Evaluations

and discussions focus on the CIFAR-10 dataset, with model robustness evaluated using ℓ∞-norm

constrained perturbations generated by PGD. Additional results on ℓ2-norm are deferred to Ap-

pendix 3.D. Our experiments show that training with SOAR leads to significant improvements in

adversarial robustness against white-box and transferred perturbations. We also evaluate SOAR

under state-of-the-art AutoAttack (Croce et al., 2020) method and discuss the decreased robustness

against it.

3.4.1 Experiment Setup

Model and Dataset: We focus on ResNet-10 (He et al., 2016a) on the CIFAR-10 dataset in

this section. Training data is augmented with random crops and horizontal flips. Evaluations on

additional model architecture is included in Appendix 3.E.

Baseline: The baseline methods consist of: (1) Standard: training with no adversarially perturbed

data; (2) PGD10: training with 10-step PGD adversarial examples; (3) TRADES (Zhang et al.,

2019); (4) MART (Wang et al., 2020b) and (5) MMA (Ding et al., 2018). Additionally, we incor-

porate the first-order regularizer, FOAR (Simon-Gabriel et al., 2019), as part of the baseline to

demonstrate the improved robustness of SOAR. For a fair comparison, we also evaluated FOAR

with different initializations, as detailed in Appendix 3.C. We found that FOAR achieves the best

robustness when initialized with PGD1. Therefore, we only present this variation of FOAR in this

section. The optimization procedure for all baseline is described in detail in Appendix 3.A.
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Table 3.2: Evaluation of classification accuracy for models on the original CIFAR-10
test dataset and under ℓ∞-norm constrained white-box attacks (%). We evaluate the
model robustness on the testing data perturbed using FGSM and various configurations of PGD.
We also consider a stronger setting in which multiple runs of attacks are conducted for each given
input: PGD20-50 denotes 20-step PGD attacks with 50 restarts. All perturbations are bounded
by ℓ∞-norm with ϵ = 8/255. SOAR outperforms all other methods in terms of robustness against
white-box attacks.

Method Clean FGSM PGD20 PGD100 PGD200 PGD1000 PGD20-50

Standard 92.54 21.59 0.14 0.09 0.10 0.08 0.10

PGD10 80.64 50.96 42.86 42.27 42.21 42.17 42.55

TRADES 75.61 50.06 45.38 45.19 45.18 45.16 45.24

MART 75.88 52.55 46.60 46.29 46.25 46.21 46.40

MMA 82.37 47.08 37.26 36.71 36.66 36.64 36.85

FOAR 65.84 36.96 32.28 31.87 31.89 31.89 32.08

SOAR 87.95 67.15 56.06 55.00 54.94 54.69 54.20

Metric: Results reported in this chapter focus on classification accuracy; therefore, higher numbers

indicate greater model robustness. Note that all methods in this section are trained to defend against

ℓ∞ norm attacks with ϵ = 8/255,1 as this ϵ value is commonly used in several early influential

works (Kurakin et al., 2016; Madry et al., 2018). The PGD adversaries discussed in this section are

generated with ϵ = 8/255 and a step size of 2/255. PGD20-50 denotes 20-step PGD attacks with 50

restarts. In Section 3.4.2, we compare SOAR with baseline methods on ℓ∞ AutoAttack (Croce et al.,

2020) adversaries using different ϵ values. AutoAttack consists of four individual attack algorithms,

and with the exception of two specific targeted methods within AutoAttack, all other perturbations

are untargeted (Section 2.1).

3.4.2 Evaluating Model Robustness

Against White-Box Attacks

In Table 3.2, we report the robustness of models trained with SOAR and the baseline methods against

PGD and FGSM attacks in the white-box setting. Training with SOAR significantly improves

the adversarial robustness against FGSM and all PGD attacks, leading to higher robustness in

all k-step PGD attacks on the ResNet model. Also, note that FOAR achieves 32.28% against

PGD20 attacks. Despite its uncompetitive performance, this shows that approximating the robust

optimization formulation based on Taylor series expansion is a reasonable approach. This justifies

our extension to a second-order approximation, as the first-order alone is not sufficient.

Robustness Against Black-box Attacks

Many defenses only reach an illusion of robustness through methods collectively known as gradient

masking (Athalye et al., 2018). These methods often fail against transferred perturbations, which

1The value 255 in the denominator is due to digital images often being represented in 8-bit format, where any
information below 1/255 is discarded.
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Table 3.3: Evaluation of classification accuracy for models under ℓ∞-norm constrained
perturbations in the black-box setting (%). We evaluate model robustness using test data
perturbed by SimBA and various configurations of transferred PGD perturbations. For transferred
perturbations, We consider two source models: ResNet10 and WideResNet, denoted by suffixes
R and W, respectively. All perturbations are bounded by the ℓ∞-norm with ϵ = 8/255. SOAR
outperforms all other methods in terms of robustness against black-box attacks.

Method SimBA PGD20-R PGD20-W PGD1000-R PGD1000-W

PGD10 47.27 77.19 79.48 77.22 79.55

TRADES 47.67 72.28 74.39 72.24 74.37

MART 48.57 72.99 74.91 72.99 75.04

MMA 43.53 78.70 80.39 78.72 81.35

FOAR 35.97 63.56 65.20 63.60 65.27

SOAR 68.57 79.25 86.35 79.49 86.47

are generated from an independently trained, undefended model.

In our evaluation, the transferred attacks consist of PGD20 and PGD1000 perturbations, gener-

ated using an independently initialized and trained ResNet and WideResNet source model, denoted

by suffixes R and W, respectively. Beyond these transferred perturbations, Tramer et al. (2020)

recommends considering score-based attacks such as Simple Black-box Attack (SimBA) (Guo et al.,

2019), which are particularly relevant in real-world applications where gradient information is un-

available. SimBA is a query-based algorithm that iteratively samples, evaluates model responses,

and refines the next sample to improve query efficiency. Empirically, attacks like SimBA have proven

more effective than transferred PGD perturbations. For these reasons, we have included SimBA in

our evaluations as well. All perturbations discussed in this section are ℓ∞ constrained at ϵ = 8/255.

SOAR achieves the highest level of robustness against all baseline methods trained on ResNet,

as shown in Table 3.3. It is important to note that all defense methods are substantially more

vulnerable to the score-based SimBA method, yet the SOAR regularized model remains the most

robust method against SimBA.

Robustness Against AutoAttack

We also evaluate SOAR against a state-of-the-art method called AutoAttack (Croce et al., 2020). We

observe that all models tested become more vulnerable to AutoAttack. This attack algorithm consists

of an ensemble of four attacks: two parameter-free versions of PGD (APGD-CE and APGD-DLR),

Fast Adaptive Boundary (FAB) attack (Croce et al., 2019), and a score-based black-box method

called Square Attack (Andriushchenko et al., 2020). The major difference between the two PGD

attacks is the loss they are based on: APGD-CE is based on the cross-entropy loss similar to the

vanilla PGD (Madry et al., 2018), and APGD-DLR is based on the logit difference similar to the

CW attack (Carlini et al., 2017).

For robustness evaluation, testing each sample across all four attack algorithms is not only com-

putationally expensive but also unnecessary, as AutoAttack is successful if misclassification happens

under any one of the algorithms. For a complete understanding of why models are vulnerable,
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Table 3.4: Evaluation of classification accuracy for models under ℓ∞-norm constrained
perturbations generated using AutoAttack (%). AutoAttack is an ensemble of four ℓ∞-
bounded attacks: APGD-CE, APGD-DLR, FAB, and Square Attack. Here, we tested it against the
four individual attacks included in AutoAttack.

Method Untargeted APGD-CE Targeted APGD-DLR Targeted FAB Square Attack

ϵ 8/255 4/255 8/255 4/255 8/255 4/255 8/255 4/255

PGD10 41.57 61.95 38.99 60.11 39.68 60.26 47.84 63.02

TRADES 44.69 60.67 40.27 58.25 40.64 58.45 46.16 61.22

MART 45.01 62.05 39.22 58.38 39.90 58.65 46.90 62.03

MMA 35.59 58.15 34.77 57.82 35.50 58.24 45.24 63.99

FOAR 31.15 49.87 27.56 46.91 27.92 47.04 35.92 51.05

SOAR 53.40 63.87 18.25 52.64 20.22 53.29 35.94 63.90

however, it is necessary to evaluate them against each of the four individual attacks included in

AutoAttack.

The results are summarized in Table 3.4. We observe that the robustness against untargeted

APGD-CE is similar to that against PGD (Table 3.2), which is expected, as both attacks are based on

cross-entropy PGD. The key difference is that APGD-CE incorporates a step-size selection strategy,

whereas vanilla PGD uses a fixed step size. However, SOAR’s robustness decreases against targeted

APGD-DLR and targeted FAB attacks. Notably, at ϵ = 8/255, SOAR is particularly vulnerable

to targeted APGD-DLR, with a robust accuracy of only 18.25%. To explore whether SOAR could

improve robustness at smaller perturbation scales, we evaluate under different ϵ values. At ϵ = 4/255,

SOAR demonstrated more consistent improvements in robustness.

We propose two hypotheses to explain the observed decrease in robustness. First, SOAR may

overfit to perturbations generated using the cross-entropy loss. This is because APGD-DLR, which

is based on logit differences, and FAB, which aims to find minimal perturbation distances, are

fundamentally different from PGD which maximizes the cross-entropy loss. In theory, SOAR could

be derived using losses other than cross-entropy; however, two issues remain: 1. previous work

have discussed the challenges of formulating the logit difference objective for ℓ∞-norm constrained

perturbations (Carlini et al., 2017), and 2. could SOAR overfit to these alternative objectives,

resulting in decreased robustness against PGD? These challenges need to be addressed.

The second hypothesis is that, although SOAR shows more consistent robustness improvements

at smaller values of ϵ, this suggests that the techniques discussed in Section 3.3.4 may not fully resolve

the issues arising from the second-order approximation. The PGD1-based initialization might still be

insufficient for an accurate second-order approximation, limiting SOAR’s effectiveness at improving

robustness against perturbations with the original ϵ for which it was designed.

Finally, it is important to recognize SOAR’s promising potential as a defense, as demonstrated

by our results with transfer-based perturbations and score-based, query-based attacks like SimBA.

This highlights that SOAR offers meaningful improvements in robustness beyond gradient-based

attack algorithms.
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3.5 Conclusions

This chapter proposed SOAR, a regularizer that improves the robustness of DNN to adversarial

perturbations. SOAR was obtained using the second-order Taylor series approximation of the loss

function w.r.t. the input, and approximately solving the inner maximization of the robust opti-

mization formulation. We showed that training with SOAR leads to significant improvement in

adversarial robustness under the ℓ∞ and the ℓ2 attacks.

In the following chapters, we build upon the analytical tools used in SOAR to explore different

dimensions of adversarial robustness. Most notably, the robust optimization framework, along with

the analysis of linear models, helps us understand the robustness of models trained with different

optimization techniques in Chapter 4. SOAR, as a regularizer, represents an algorithmic approach

to improving adversarial robustness. In the next chapter, we shift our focus to model architecture

and investigate how robustness can be improved when the dataset exhibits a hierarchical structure

between classes.

3.5.1 Challenges and Limitations

Batch Normalization: We observe that networks with BatchNorm layers do not benefit from

SOAR in terms of adversarial robustness. Despite an extensive hyperparameter search, we were

unable to achieve meaningful improvements in such networks. A related study by Galloway et

al. (2019) explores the connection between BatchNorm and adversarial robustness, highlighting

a significant gap in robustness between networks with and without BatchNorm layers in VGG-

based architectures (Simonyan et al., 2014) under standard training. Further investigation into the

interaction between SOAR and BatchNorm is necessary, and we consider this an important future

research direction.

Starting from Pretrained Models: We found it challenging to train with SOAR on newly-

initialized models. Fine-tuning on a pretrained model for specific tasks is a common approach, and

similar to curriculum learning (Bengio et al., 2009), SOAR benefits from this approach. Initially,

the model is trained on an easier task (standard training), followed by regularization for a related

but more challenging task (improving adversarial robustness).

Catastrophic Overfitting: An important observation is that when models achieve high adversarial

accuracy and continue training for extended periods, both standard and adversarial accuracy drop

significantly. This phenomenon is similar to what has been described as catastrophic forgetting (Cai

et al., 2018) and catastrophic overfitting (Wong et al., 2019a). Wong et al. (2019a) address this with

early stopping. In our experiments, we found that using a large learning rate accelerates adversarial

accuracy but leads to earlier catastrophic overfitting. As a solution, we fixed the number of epochs

to 200 and carefully tuned learning rates to prevent overfitting.

Computational Complexity: Our primary goal is to propose regularization as an alternative

approach to improving adversarial robustness. Although we have discussed techniques to improve

implementation efficiency, there remains potential for further speedup. While SOAR is faster than

MART and TRADES, it is still slower than PGD10 adversarial training. The computational com-

plexity is characterized by the number of forward and backward passes for a single mini-batch, as

shown in Table 3.5.
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Table 3.5: Comparison of Forward and Backward Passes for Different Methods

Method Forward Passes Backward Passes

Standard Training 1 1

PGD-based Adversarial Training (k-step) k+1 k+1

FOAR 1 2

SOAR 3 4

Appendices

In the following appendices, we provide some auxiliary results that are omitted from the main body

of the chapter. In Appendix 3.A, we first describe the exact optimization schedule to train the

baseline models. In Appendix 3.B, we compare the effect in the number of randomly sampled z

on the SOAR regularized loss. In Appendix 3.C, we compare trained using SOAR and FOAR with

different initializations. In Appendix 3.D, we evaluate the robustness of SOAR against ℓ2-norm

constrained perturbations on CIFAR-10. In Appendix 3.E, we evaluate the robustness of SOAR

against ℓ∞ bounded white-box PGD perturbations on models with different capacities. Finally, in

Appendix 3.F, we include additional experiments to verify that SOAR improves robustness of the

model without gradient masking.

3.A Implementation Details

Standard training: Models are trained for a total of 200 epochs, with an initial learning rate of

0.1. The learning rate decays by an order of magnitude at epoch 100 and 150. We used a mini-batch

size of 128 for testing and training. We used SGD optimizer with momentum of 0.9 and a weight

decay of 2e-4.

Adversarial training with PGD10: The optimization setting is the same as the one used for

standard training. Additionally, to ensure that the final model has the highest adversarial robustness,

we save the model at the end of every epoch, and the final evaluation is based on the one with the

highest PGD20 accuracy.

SOAR: SOAR refers to continuing the training of the standard model on ResNet. It is trained

for a total of 200 epochs with an initial learning rate of 0.004 and decay by an order of magnitude

at epoch 100. We used SGD optimizer with momentum of 0.9 and a weight decay of 2e-4. We use a

FD step-size h = 0.01 for the regularizer. Additionally, we apply a clipping of 10 on the regularizer.

MART and TRADES: We used the same optimization setup as the ones in their respective

public repository.2 We briefly summarize it here. The model is trained for a total of 120 epochs,

with an initial learning rate of 0.1. The learning rate decays by an order of magnitude at epoch 75,

90, 100. We used SGD optimizer with momentum of 0.9 and a weight decay of 2e-4. We performed

a hyperparameter sweep on the strength of the regularization term β and selected one that resulted

in the best performance against PGD20 attacks.

2https://github.com/YisenWang/MART

https://github.com/YisenWang/MART
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Table 3.6: Comparing the values of the regularized loss computed using different numbers
of z at the beginning and the end of SOAR regularization.

Checkpoints n = 1 n = 10 n = 100

Beginning of SOAR 10.58 10.58 10.58

End of SOAR 1.57 1.56 1.56

Table 3.7: Comparing SOAR with different initializations (%). We follow the evaluation
setting in Table 3.2 and evaluate FOAR on the test data perturbed using FGSM and various con-
figurations of PGD.

Initialization Standard accuracy White-box PGD20 Transferred PGD20

zero 91.73 89.24 2.86

rand 91.70 90.82 9.16

PGD1 87.95 56.06 79.25

MMA: We used the same optimization setup as the one in its public repository.3 We briefly

summarize it here. The model is trained for a total of 50000 iterations, with an initial learning rate

of 0.3. The learning rate changes to 0.09 at the 20000 iteration, 0.03 at the 30000 iteration and

lastly 0.009 at the 40000 iteration. We used SGD optimizer with momentum of 0.9 and a weight

decay of 2e-4. We performed a hyperparameter sweep on the margin term and selected the one that

resulted in the best performance against PGD20 attacks.

3.B Effect of the Number of Randomly Sampled z on SOAR

Regularized Loss

Suppose we slightly modify (3.14) by introducing

ℓSOAR(x, y, n) = ℓ(x′, y) +
1

n

n∑
i=0

R(x′; z(i), h, ϵ)

to account for the effect of using multiple randomly sampled z(i) in computing the SOAR regularized

loss. In Table 3.6, we observed the model at two checkpoints–initially and at the completion of

SOAR regularization–and found that the value of the regularized loss remains almost unchanged as

we increased n from 1 to 100, so the results reported in Section 3.4 uses n = 1.
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Table 3.8: Comparing FOAR with different initializations (%). We evaluate the performance
of SOAR with different initializations on CIFAR-10 against white-box and transfer-based black-box
ℓ∞ bounded adversarial perturbations (ϵ = 8/255).

Initialization Standard FGSM PGD20 PGD100 PGD200 PGD1000 PGD20-50

zero 74.43 33.39 23.65 22.83 22.79 23.23 68.58

rand 73.96 33.62 24.71 23.96 23.93 24.37 69.04

PGD1 65.84 36.96 32.28 31.87 31.89 32.08 63.56

3.C SOAR and FOAR with Different Initializations

SOAR with Different Initializations

We report the adversarial robustness of the model trained using SOAR with different initialization

techniques in Table 3.7. Despite the high accuracy against white-box PGD perturbations, models

initialized with zero and random settings exhibit poor performance against transferred attacks. This

suggests the presence of gradient masking with zero and random initializations. In contrast, SOAR

with PGD1 initialization appears to mitigates this issue.

FOAR with Different Initializations

For a more accurate second-order approximation, we approximate the loss function using inputs

perturbed with PGD1 initialization. For a fair comparison, we also evaluate FOAR with different

initializations. We observe that FOAR also benefits from PGD1 initialization, as shown in Table 3.8.

Therefore, we only present this variation of FOAR in Section 3.4.

3.D Robustness Under ℓ2-norm Constrained Perturbations

We evaluate SOAR and two of the baseline methods, PGD10 and TRADES, against ℓ2 white-box

and transferred attacks on CIFAR-10 in Table 3.9. No ℓ2 results were reported by MART and we

are not able to reproduce the ℓ2 results using the implementation by MMA, thus those two methods

are not included in our evaluation.

In Section 3.3.2, we show that the ℓ∞ formulation of SOAR with ∥δ∥∞ = ϵ is upper-bounded

by the ℓ2 formulation of SOAR with ∥δ∥2 = ϵ
√
d. In other words, models trained with SOAR to be

robust against ℓ∞ attacks with ϵ = 8
255 should also exhibit improved robustness against ℓ2 attacks

with ϵ = 8
255

√
32 ∗ 32 ∗ 3 = 1.74. In our evaluation, all ℓ2 adversaries used during PGD10 and

TRADES are generated with 10-step PGD (ϵ = 1.74) and a step size of 0.44. Note that the goal

here is to show the improved robustness of SOAR against ℓ2 attacks rather than being SOTA. The

optimization procedures are the same as the ones used in the ℓ∞ evaluation.

We observe that training with SOAR improves the robustness of the model against ℓ2 attacks. We

demonstrate the improved robustness using an increasing range of ϵ, with perturbations generated

using 100 iterations of PGD and a step size of 2.5ϵ
100 . In Table 3.9, we find that training with SOAR

3https://github.com/BorealisAI/mma_training

https://github.com/BorealisAI/mma_training
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Table 3.9: Evaluation of classification accuracy for models under ℓ2-norm constrained
white-box and transferred perturbations (%). We evaluate the model robustness on the
testing data perturbed using PGD100 under various ϵ. The last column shows the robustness
against transferred ℓ2 PGD perturbations with ϵ = 1.74.

Method ϵ = 60
255 ϵ = 120

255 ϵ = 255
255 ϵ = 1.74 Transfer

PGD10 68.13 62.03 47.53 28.09 70.86

TRADES 68.59 62.39 45.42 25.67 69.02

SOAR 75.39 66.81 60.90 56.89 69.52

significantly increases robustness against white-box and transferred ℓ2 adversaries. As ϵ increases,

SOAR remains robust against white-box ℓ2 attacks (ϵ = 1), while the effectiveness of other methods

diminishes.

The last column of Table 3.9 shows the robustness against transferred ℓ2 attacks (ϵ = 1.74),

where the source model is a separately trained ResNet10 using the unperturbed training set. SOAR

achieves the second-highest robustness compared to baseline methods against these transferred ℓ2

attacks. This result supports findings by Simon-Gabriel et al. (2019), who empirically showed

that adversarial robustness achieved through regularization can defend against multiple ℓp-norm

perturbations simultaneously, a benefit not observed with adversarial training.

3.E Robustness Improvement with Increasing Model Capac-

ities

Empirical studies reveal that increasing model capacity can significantly enhance adversarial robust-

ness (Madry et al., 2018; Wang et al., 2020b) gained through adversarial training with PGD adver-

saries. One hypothesis is that models with higher capacity have a greater ability to generalize across

different examples, including adversarial ones. Our result shows that such an improvement with in-

creasing model capacity is not limited to adversarial training but also extends to regularization-based

methods like SOAR.

Table 3.10 compares the robustness of SOAR against ℓ∞-norm bounded white-box PGD pertur-

bations on networks with varying capacities. CNN6 and CNN8 denote convolutional networks with

6 and 8 convolution layers, respectively, while ResNet10 is the network used in Section 3.4. The

results show that as network capacity increases, there are improvements in both standard accuracy

and adversarial accuracy. We expect further robustness improvement with larger capacity networks.

3.F Discussion on Gradient Masking

To confirm that SOAR improves the robustness of the model without inducing gradient masking,

we conduct several experiments detailed below.

In the ℓ∞ attack setting, PGD generates perturbations using the sign of the gradient, sign(∇xℓ(x)).

When elements in ∇xℓ(x) is too small or zero, the gradient direction may not reflect the true ascent

direction. To assess the strength of the gradient, we measure the number of non-zero elements in
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Table 3.10: Evaluation of classification accuracy for SOAR-regularized models with dif-
ferent capacities (%). In addition to ResNet10, we consider two smaller convolutional networks,
denoted as CNN6 and CNN8. Evaluations are conducted on CIFAR-10 against white-box ℓ∞
bounded PGD perturbations (ϵ = 8/255). We find that SOAR-regularized models with larger
capacities exhibit better robustness against adversarial perturbations.

Model Standard PGD20 PGD100 PGD200

CNN6 81.73 32.83 31.20 31.15

CNN8 83.65 47.30 46.07 45.83

ResNet10 87.95 56.06 55.00 54.94

the gradient, averaged over all test inputs. This value is defined as:

1

N

N∑
i=1

d∑
j=1

I(|∇xi
ℓ(xi)j | > 10−6),

where N denotes the number of test inputs, d is the dimension of the input, and I(·) is the indicator

function. For CIFAR-10, N = 10000 and d = 32× 32× 3 = 3072.

A model with gradient masking exhibits far fewer non-zero elements. In our experiments, the

average number of non-zero gradient elements was 3072 for PGD10-trained, indicating no gradient

masking, 3069 for SOAR with PGD1 initialization, and only 1043 for SOAR with zero initialization,

which indicates gradient masking. These results suggest that SOAR with PGD1 initialization pre-

serves a similar number of meaningful gradient elements as the PGD10 model, allowing the PGD

adversary to generate effective perturbations.

Furthermore, in Section 3.4, 20-iteration ℓ∞ PGD adversaries are generated with a step size of
2

255 and ϵ = 8
255 . Suppose we use ϵ = 1 instead of ϵ = 8

255 , while keeping all other parameters

the same. This means allowing the maximum ℓ∞ perturbation to span the entire input range

[0, 1] and generating PGD20 attacks. We observe that these attacks result in near black-and-white

images for SOAR with PGD1 initialization, and the model has 0% accuracy against such PGD20

attacks, indicating that the model is not robust against such strong perturbations. This suggests

that SOAR does not induce gradient masking and that the model is indeed robust against white-box

perturbations.



Chapter 4

Understanding the Robustness

Differences between SGD and

Adaptive Gradient Methods

4.1 Introduction

Adaptive gradient methods, such as Adam (Kingma et al., 2015) and RMSProp (Hinton et al., 2012),

are a family of popular techniques to optimize machine learning models. They are an extension

of the traditional GD method, which uses the gradient of a differentiable objective function to

update the model’s parameters in the direction that improves the objective. To speed up the

optimization procedure, the adaptive gradient methods introduce a coordinate-wise learning rate

to adjust the update for each parameter based on its individual gradient. Previous empirical work

investigates the difference in the standard generalization between models trained using SGD and

adaptive gradient methods (Wilson et al., 2017; Agarwal et al., 2020), while recent efforts have

focused on understanding the implicit bias of SGD (Gunasekar et al., 2017; Soudry et al., 2018; Lyu

et al., 2020) and adaptive gradient algorithms (Qian et al., 2019; Wang et al., 2021a).

Nevertheless, our result shows that in practice such a gap in the standard generalization is

relatively small, in contrast to the difference between the robustness of models trained using those

algorithms. While more ML-based systems are deployed in the real world, the models’ robustness,

their ability to maintain their performance when faced with noisy or corrupted inputs, has become

an important criterion. There is a large volume of literature on developing specialized methods to

improve the robustness of neural networks (e.g., Section 2.4 and Chapter 3), yet practitioners still

simply use standard methods to train their models (Silva et al., 2020). In fact, a recent survey shows

that only 3 of the 28 organizations have developed their ML-based systems with the improvement

in robustness in mind (Kumar et al., 2020).

Therefore, this motivates us to understand the effect of optimizers on the robustness of models

obtained in the standard training regime. In particular, we focus on models trained using SGD and

This chapter is based on our work in Understanding the robustness difference between stochastic gradient descent
and adaptive gradient methods.
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Figure 4.1: Comparison between models trained using SGD, Adam, and RMSProp across
seven benchmark datasets. Each colored triplet denotes models on the same dataset. Models
trained by different algorithms have similar standard generalization performance, but there is a
distinct robustness difference as measured by the test data accuracy under Gaussian noise, ℓ2 and ℓ∞
bounded adversarial perturbations (Croce et al., 2020). Results are averaged over three independent
model initializations and trainings.

adaptive gradient methods.

4.1.1 The Robustness Difference between Models Trained by Different

Algorithms

As a first step, we compare how models, trained with SGD, Adam, and RMSProp, differ in their

standard generalization and robustness on seven benchmark datasets (LeCun, 1998; Xiao et al.,

2017; Krizhevsky et al., 2009; Netzer et al., 2011; Howard, 2019; Li et al., 2004). In our experiments,

we evaluate standard generalization using the accuracy of the trained classifier on the original test

dataset. To measure robustness, we consider the classification accuracy on the test dataset perturbed

by Gaussian noise, as well as ℓ2- and ℓ∞-bounded adversarial perturbations (2.3), generated using

the methods described in (Croce et al., 2020). We follow the default Pytorch configuration to train

all the models and sweep through a wide range of learning rates. The final model is selected with

the highest validation accuracy. Implementation details are discussed in Appendix 4.A.

The complete result of the experiment can be found in Appendix 4.B. In this section, we visualize

the difference between models trained with SGD and the adaptive gradient methods in Figure 4.1,

pointing to two important observations. First, the relatively small vertical differences among the

three models, on a given dataset, show that the models have similar standard generalization per-

formance despite being trained by different algorithms. On the other hand, we observe, under all

three types of perturbations, a large horizontal span with SGD always positioned on the far right

side among the three. This indicates that models trained by SGD significantly outperform models

trained by the other two in terms of their robustness against perturbations.

While our primary experiments are centered around models based on convolutional neural net-

works, within the computer vision domain, we also extend our analysis to include results from ex-

periments on Vision Transformers (Dosovitskiy et al., 2021) and an audio dataset (Warden, 2018).

The results of these additional experiments are consistent with the findings presented in Figure 4.1

and are detailed in Appendix 4.B. Visualizations of the perturbations in the evaluation can be found

in Appendix 4.E.
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4.1.2 Contributions

Previous optimization work often studies how the structure of the dataset affects the dynamics

of learning. For example, some focus on a dataset with different feature strengths (Amari et al.,

2021; Pezeshki et al., 2021), while others assume a linearly separable dataset (Wilson et al., 2017;

Gunasekar et al., 2017; Soudry et al., 2018). In our work, we investigate how the frequency char-

acteristics of the dataset impact the robustness of models trained by SGD and adaptive gradient

methods. We make the following contributions:

• We demonstrate that natural datasets contain irrelevant frequencies, which, when removed,

have negligible effects on standard generalization performance (Section 4.3.1).

• We also observe that neural networks trained by different algorithms can have very different

robustness against perturbations in the direction of the irrelevant frequencies (Section 4.3.2).

• Those observations lead to our claim that models only need to learn how to correctly use

relevant information in the data to optimize the training objective, and because their use of the

irrelevant information is under-constrained, it can lead to solutions sensitive to perturbations

(Section 4.3).

• Our analysis of linear models on least square regression shows that linear models’ robustness

to ℓ2-norm bounded changes is inversely proportional to the model parameters’ weight norm:

a smaller weight norm implies better robustness (Section 4.4.1).

• We study the learning dynamics of GD and signGD, a memory-free version of Adam and

RMSProp, with linear models. With a three-dimensional input space, the analysis shows

that models optimized with GD exhibit a smaller weight norm compared to their signGD

counterparts (Section 4.4.2).

• To generalize this result in the deep learning setting, we demonstrate that neural networks

trained by Adam and RMSProp often have a larger Lispchitz constant and, consequently, are

more prone to perturbations (Section 4.5).

Specifically, in the analysis of linear models, we design a least square regression task using a

synthetic dataset whose frequency representation mimics the natural datasets. This setting allows

us to i) mathematically define the standard and adversarial population risks, ii) design a learning

task that has multiple optima for the standard population risk, each with a different adversarial

risk, and iii) theoretically analyze the learning dynamics of various algorithms.

4.2 Background

In this section, we briefly review the essential background to help understand our work, including

formulations of adaptive gradient methods and methods of representing signals in the frequency

domain.

4.2.1 Optimizations with Adaptive Gradient Algorithms

Consider the ERM problem introduced in Section 2.1. A common approach in solving ERM is SGD,

which minimizes the loss by iteratively updating the model parameters, w, using mini-batches of
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data points sampled uniformly and independently from the training set (Xn, Yn)
N
n=1:

g(w) =
1

|B|
∑
n∈B
∇wℓ(Xn, Yn;w), (4.1)

where B ⊂ {1, ..., N} denotes the mini-batch and has a size of |B| ≪ N . The update rule of SGD is

w(t + 1) = w(t)− η(t)g(w(t)), where η(t) ∈ R+ denotes the learning rate.

A family of adaptive gradient methods has been used to accelerate training by updating the

model parameters based on a coordinate-wise scaling of the original gradients. Methods such as

Adam and RMSprop have demonstrated significant acceleration in training DNNs (Kingma et al.,

2015). Many adaptive gradient methods can be written as

m(t + 1) = β1g(w(t)) + (1− β1)m(t)

v(t + 1) = β2g(w(t))2 + (1− β2)v(t)

w(t + 1) = w(t)− η(t)
m(t + 1)√
v(t + 1) + ϵ

, (4.2)

where g(w(t)) is the stochastic estimate of gradient used by SGD (4.1), m and v are the first and

second-order memory terms with their strength specified by β1 and β2, and ϵ is a small constant

used to avoid division-by-zero. Such a general form has been widely used to study the dynamics of

adaptive gradient algorithm (Wilson et al., 2017; Silva et al., 2020; Ma et al., 2022b). For example,

Adam corresponds to β1, β2 ∈ (0, 1), and RMSProp is recovered when β1 = 1 and β2 ∈ (0, 1). Notice

that such updates rely on the history of past gradients, and this makes the precise understanding

and analysis of adaptive gradient methods more challenging (Duchi et al., 2011).

Recent work analyzes the learning dynamics of adaptive gradient methods by separately con-

sidering the direction and the magnitude of the update (Kingma et al., 2015; Balles et al., 2018;

Ma et al., 2022b). As a simple example, to demonstrate how adaptive gradient methods can poten-

tially accelerate learning compared to the vanilla SGD, consider a memory-free version of (4.2) with

β1 = β2 = 1 and ϵ = 0. It is easy to see that the update rule in (4.2) becomes signGD:

w(t + 1) = w(t)− η(t) sign(g(w(t)))

= w(t)− η⃗(t)⊙ g(w(t)), (4.3)

where ⊙ denotes Hadamard product, η⃗(t) ∈ Rd is a coordinate-wise learning rate based on the

absolute value of the weight, i.e., η⃗(t) = η(t)
|g(w(t))| . Therefore, η⃗(t) accounts for the magnitude of the

weight and a larger learning rate is used for parameters with smaller gradients.

In general, gradient-sign-based optimization methods are not successful in training deep learning

models (Riedmiller et al., 1993; Ma et al., 2022b), nevertheless, methods such as signGD can shed

light on the learning dynamics of adaptive gradient methods (Karimi et al., 2016; Balles et al., 2018;

Moulay et al., 2019). For example, recent work by Ma et al. (2022b) studies the behavior of adaptive

gradient algorithms in the continuous-time limit. They demonstrate that under a fixed β1 and β2,

the memory effect for both Adam and RMSprop diminishes and the continuous-time limit of the two

algorithms follows the dynamics of signGD flow. In this work, the deep learning models on which

we observe the robustness difference are trained using Adam and RMSProp, with the exception of
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Section 4.4, where we focus on signGD, a memory-free version of Adam and RMSProp, and GD to

help us understand the robustness gap between models trained using SGD and adaptive gradient

methods in a simple setting.

4.2.2 Frequency Representation of Signals

Natural signals are highly structured (Schwartz et al., 2001). They often consist of statistically

significant (or insignificant) patterns with a large amount of predictability (or redundancy). Such a

phenomenon has been observed in both natural images (Ruderman, 1994; Simoncelli, 1997; Huang

et al., 1999) and natural audio signals (McAulay et al., 1986; Attias et al., 1996; Turner, 2010). To

understand the structure of signals and identify patterns from them, one technique is to decompose

the signal into multiples of “harmonics” or “overtones”: a superposition of periodic waves with

varying amplitudes and in varying phases. For example, Fourier (1822) first proposed to analyze

complicated heat equations using well-understood trigonometric functions, a method now called the

Fourier transformation. This new representation allows us to precisely study the structure and the

magnitude of any repeating patterns presented in the original waveform. For the understanding of

digital signals, such a process is called discrete-time signal processing (Oppenheim et al., 2001).

Many discrete harmonic transformations exist, such as the discrete Fourier transform, the discrete

cosine transform (DCT) (Ahmed et al., 1974) and the wavelet transform (Mallat, 1999). The analysis

in this work utilizes the type-II DCT, but other techniques can be applied as well and we expect

similar results.

Concretely, consider a d-dimensional signal x ∈ Rd in the spatial domain. The same signal can

be alternatively represented as a discrete sum of amplitudes multiplied by its cosine harmonics:

x̃k =

d−1∑
j=0

xj cos

[
π

d

(
j +

1

2

)
k

]
,

for k = 0, ..., d−1, where the transformed signal x̃ has a frequency-domain representation.1 Because

DCT is linear, it can be carried out using a matrix operation, i.e., x̃ = Cx, where C is a d× d DCT

transformation matrix with values specified by

C
(d)
kj =

√
αk

d
cos

[
π

d

(
j +

1

2

)
k

]
, (4.4)

where α0 = 1 and αk = 2 for k > 0. In particular, x̃ can be written as a matrix-vector product

between the transformation matrix C and the column vector x:


x̃0

x̃1

...

x̃d−1

 =



√
1
d

√
1
d · · ·

√
1
d√

2
d cos π(2(0)+1)(1)

2d

√
2
d cos π(2(1)+1)(1)

2d · · ·
√

2
d cos π(2(d−1)+1)(1)

2d

...
...

...
...√

2
d cos π(2(0)+1)(d−1)

2d

√
2
d cos π(2(1)+1)(d−1)

2d · · ·
√

2
d cos π(2(d−1)+1)(d−1)

2d




x0

x1

...

xd−1

 .

Notice that C is a real orthogonal matrix whose rows consists of periodic cosine bases with

increasing frequencies. Therefore, the absolute value of x̃ at a particular dimension indicates the

1Indices range from 0 to d− 1, as zero-frequency is commonly used to refer to a signal with a constant everywhere.
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magnitudes of the corresponding basis function, and a higher dimension in x̃ means the basis function

is of higher frequency. Another important property of DCT is its invertibility. That is, signals in

the frequency domain can be converted back to the spatial-temporal domain via the inverse DCT

(iDCT):

x = C−1x̃ = C⊤x̃.

In the example above, we discussed one-dimensional DCT which is applied to vectors and is

used in the linear analysis in Section 4.4. Transformations on images require two-dimensional DCT

and can be done using x̃ = CxC⊤, where x, x̃ ∈ Rd×d, and C is defined in (4.4); and the inverse

two-dimensional DCT is x = C⊤x̃C. For more details on two-dimensional DCT, we refer the reader

to Pennebaker et al. (1992).

Previous work analyzes the sensitivity of neural network classifiers by examining the frequency

characteristics of various types of perturbations, with an emphasis on understanding how data

augmentation affects the robustness of the model (Dong et al., 2019a). In our work, the frequency

interpretation of signals is an integral part of understanding the robustness difference between models

trained by SGD and adaptive gradient methods. This perspective allows us to study the structure

of complex signals using well-understood periodic basis functions such as cosines and understand

the energy distribution of signals by examining the amplitude of the basis function. In particular,

the energy of a discrete signal x is defined as E(x) =
∑d−1

i=0 |xi|2, and by Parseval’s theorem, is

equivalent to the sum of squared amplitudes across all the bases, i.e., E(x) = E(x̃) =
∑d−1

i=0 |x̃i|2.

Natural images are primarily made of low-frequency signals2: a high concentration of energy

in the low-frequency harmonics renders the amplitude of the higher-frequency harmonics almost

negligible (Tolhurst et al., 1992; Schaaf et al., 1996).

In Figure 4.2, we visualize the energy distribution for CIFAR-100 and Imagenette, with each

dataset illustrated through four plots. The (i, j) coordinate in the first plot indicates the average

amplitude, 1
N

∑N
n=1 |x̃n;(i,j)|, for the (i, j)-th basis across all N training images, where x̃n repre-

sents the DCT transformation of the n-th image, xn, and x̃n;(i,j) represents the amplitude of the

(i, j)-th basis in the n-th sample. The second plot focuses on the diagonal elements of the first,{
1
N

∑N
n=1 |x̃n;(i,i)|

}
i=0,...,d−1

. The two plots are then drawn on a logarithmic scale to highlight the

pronounced concentration of energy around the low-frequency harmonics, while the amplitudes for

higher-frequency harmonics diminish significantly. Additional figures for other datasets can be found

in Appendix 4.E.

Moreover, we show in Section 4.3.1 that there exist frequencies in natural datasets, which if

removed from the training data, do not affect the standard generalization performance of the model.

Based on this observation, in Section 4.4, we construct a synthetic dataset that mimics the charac-

teristics of natural signals, and it allows us to study the learning dynamics of various optimization

algorithms in a controlled setting.

4.3 A Claim on How Models Use Irrelevant Frequencies

Why do models trained by different optimization algorithms behave similarly in the standard setting

where the training and the test inputs are i.i.d., while they perform drastically differently when

2We will always use the term “high” or “low” frequency on a relative scale.
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Figure 4.2: Illustration of the spectral energy distribution in natural datasets. Distribution
of the spectral energy heavily concentrates at low frequencies and decays exponentially towards
higher frequencies.

faced with noisy or corrupted data? To answer this question, we first observe that there is irrelevant

information in the natural dataset (Observation I), and attenuating them from the training input

has negligible effects on the standard generalization of the model. This leads to our claim:

Claim 4.3.1. To optimize the standard training objective, models only need to learn how to correctly

use relevant information in the data. Their use of irrelevant information in the data, however, is

under-constrained and can lead to solutions sensitive to perturbations.

Because of this, by targeting the perturbations toward the subset of the signal that contains

irrelevant information, we notice that models trained by different algorithms exhibit very different

performance changes (Observation II).

4.3.1 Observation I: Irrelevant Frequencies in Natural Signals

Previous work demonstrated that the magnitude of the frequency components in natural images

decreases as the frequency increases (Ruderman, 1994; Wainwright et al., 1999), which we have

observed in Figure 4.2. The spectral sensitivity of the human eyes is limited (Gross, 2005), so

patterns with low magnitudes and high frequencies are not important from the perspective of human

observers, as they appear to us as nearly invisible and unintuitive information in the scene (Schwartz

et al., 2001; Schwartz, 2004). For machines, image-processing methods have long exploited the fact

that most of the content-defining information in natural images is represented in low frequencies,

and the high-frequency signal is redundant, irrelevant, and is often associated with noise (Wallace,

1991; Guo et al., 2020a; Sharma et al., 2019).

Similarly, the notion of irrelevant frequencies also exists when training a neural network classifier.

One way to illustrate this is by taking a supervised learning task, removing the irrelevant information

from the training input, and then assessing the model’s performance using the original test data.

We observe that when modifying the training dataset by removing subsets of the signal with low
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b. Parts of the signal with high-frequency basis is irrelevant.

Figure 4.3: Irrelevant frequencies exist in natural datasets. Accuracy on the original test
set remains high when the training inputs are modified by removing parts of the signal with a) low
spectrum energy and b) high frequencies. Stars represent test accuracy on models trained using the
original training input. In setting a), training images are filtered based on the magnitude of the DCT
basis. Specifically, parts of the image with DCT bases that have a magnitude in the bottom p

100 -th
percentile are removed, so a large p means more information is discarded. In setting b), training
images are low-pass filtered, and p denotes the percentage of the high-frequency components that
are discarded in the training data. We explain the formulation of the two settings in Appendix 4.C.
Examples of the modified inputs are included in Appendix 4.E.

spectral energy (Figure 4.3a) or high frequencies (Figure 4.3b), there is a negligible effect on models’

classification accuracy on the original test data. In Figure 4.4, we illustrate the filtering process in

both scenarios. The image remains nearly identical to the original, even with 90% of the DCT bases

removed. Note that our filtering is different from JPEG compression (Pennebaker et al., 1992) in

how it handles irrelevant frequencies. JPEG removes high-frequency components locally, introducing

block-like artifacts in the form of class-irrelevant, high-frequency DCT bases. In contrast, our

filtering is a global operation that does not introduce such compression artifacts. For a comprehensive

explanation of the modifications applied to the images, refer to Appendix 4.C. Further, Appendix 4.E

contains additional visualizations of the modified images across various datasets.

Results in Figure 4.3 shows that in both settings after reducing more than half of the DCT

basis vectors to zeroes in the training data, the model’s generalization ability remains strong. This

observation suggests there is a considerable amount of irrelevant information in naturally occurring

data from the perspective of a neural network classifier, and such information is often featured with

low spectrum energy or lives at the high end of the frequency spectrum.

This observation leads to the first part of Claim 4.3.1. That is, models only need to learn how to

correctly use the crucial class-defining information from the training data to optimize the training

objective. On the other hand, the extent to which they utilize irrelevant information in the data

is not well-regulated. This can be problematic and lead to solutions sensitive to perturbations.

In Section 4.4, we validate Claim 4.3.1 using a linear regression analysis with a synthetic dataset

that contains irrelevant information. We demonstrate there exist multiple optima of the training

objective and those solutions can all correctly use the relevant information in the data, but the way

they exclude irrelevant information from computing the output is different. Specifically, a robust

model disregards irrelevant information by assigning a weight of zero to it, but a non-robust model

has certain non-zero weights which, when combined with the irrelevant information in the input,

yield a net-zero effect in the output. In this case, although the two models are indistinguishable

under the original training objective, the non-robust model will experience a reduction in model

performance should this irrelevant information become corrupted at test time.
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Figure 4.4: Examples of filtered images used in Observation I. (Imagenette) We use a

threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of

DCT basis and their frequency basis. The threshold value is the percentage of the DCT basis
vectors that are removed from the image. We show images modified by removing DCT basis vectors
whose magnitudes are in the bottom threshold percentage (row 1), the differences between the
modified images and the original image (row 2), the binary mask used to remove the DCT basis:
black means removed (row 3), images modified by removing high-frequency DCT basis vectors (row
4), the differences between the modified images and the original image (row 5) and the binary mask
used to remove the DCT basis: black means removed (row 6). Notice that the masks in row 6 only
depends on the dimension of the images, whereas the masks in row 3 differs from images to images.
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Figure 4.5: Visualization of the band-limited Gaussian perturbations. The DCT spectrum
is divided into ten equally sized bands to generate band-limited Gaussian perturbations. Denote
them by using ∆x(i), where i ∈ {0, 1, ..., 9}. The frequency represented in the spectrum plot increases
from the top-left (lowest frequency) to the bottom-right corner (highest frequency). Therefore, as
the band moves towards higher frequencies, perturbations exhibit more high-frequency checkerboard
patterns.

4.3.2 Observation II: Model Robustness along Irrelevant Frequencies

Let us now focus on the second part of the claim. If models’ responses to perturbations along the

irrelevant frequencies explain their robustness difference, then we should expect a similar accuracy

drop between models when perturbations are along relevant frequencies, but a much larger accuracy

drop on less robust models when test inputs are perturbed along irrelevant frequencies. Consider the

robustness of the models when the test data are corrupted with Gaussian noise: the perturbation

along each spatial dimension is i.i.d and drawn from a zero-mean Gaussian distribution with finite

variance. This type of noise is commonly referred to as the additive white Gaussian noise, where

white refers to the property that the noise has uniform power across the frequency spectrum (Diebold,

1998). Nevertheless, the previous discussion suggests that noise along different frequencies does not

have an equal impact on the models’ output. To verify this, we assess the impact on model accuracy

by perturbing only specific frequency ranges of the test inputs with band-limited Gaussian noise.

To construct the band-limited Gaussian noise, we first follow the previous work (Wang et al.,

2020a) to group DCT basis vectors based on their distance to the 0-frequency DC term and divide

the entire DCT spectrum into ten bands where each band occupies the same number of DCT

bases. This is to ensure an identical ℓ2 norm among all the perturbations. Denote the binary

mask of the i-th band by using M (i) ∈ {0, 1}d×d
, its corresponding band-limited Gaussian noise is

∆x(i) = C⊤(M (i) ⊙ δ)C, where δ ∼ N (0, σ2Id×d) and C is the DCT transformation matrix defined

in (4.4). Figure 4.5 illustrates how the frequency bases are grouped into ten equally sized bands and

examples of the band-limited Gaussian noise. Denote the perturbations by using ∆x(i), with ∆x(0)

and ∆x(9) representing the lowest and the highest band, respectively. To investigate the effect of

the perturbation ∆x(i) on the models, we measure the change in classification accuracy when the

test inputs are perturbed by ∆x(i):

1

N

N∑
n=1

I {F (Xn) = Yn} −
1

NK

N∑
n=1

K∑
k=1

I
{
F (Xn + ∆x

(i)
k ) = Yn

}
, (4.5)

where F is a neural network classifier, {(Xn, Yn)}Nn=1 denotes the test dataset, and each input Xn

is perturbed by K = 10 i.i.d. noise samples ∆x
(i)
k . The same K perturbations are applied across all

inputs. It is important to realize in (4.5) that the additive noise ∆x is applied to the spatial signal

X, although we are limiting the frequency band of the noise.
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Figure 4.6: The effect of band-limited Gaussian perturbations on the model. Perturbations
from the lowest band, i.e., ∆x(0), have a similar effect on all the models, despite being trained by
different algorithms and exhibiting different robustness properties. On the other hand, models’
responses vary significantly when the perturbation focuses on higher frequency bands. The results
are averaged over three independently initialized and trained models, and the shaded area indicates
the standard error among the three models.

Figure 4.6 demonstrates how the classification accuracy degrades under different band-limited

Gaussian noises on CIFAR-100 and Imagenette; and results on the other datasets are included in

Appendix 4.E. First, notice that the perturbation from the lowest band ∆x(0) has a similar impact

on all the models regardless of the algorithm they are trained by. There is however a noticeable

difference in how models trained by SGD and adaptive gradient methods respond to perturbations

from higher frequency bands. On models trained by SGD, the flattened curve implies that the

effect of high-frequency perturbations on the generalization performance quickly diminishes to zero,

suggesting that models are not sensitive to changes along the dimensions of irrelevant frequencies.

Contrarily on models trained by the two adaptive gradient methods, we observe a difference in the

way models respond to perturbations of higher frequency bands. On CIFAR-100, for example, the

two models are highly vulnerable to Gaussian perturbations from bands 5 to 7. This observation

shows that when models, during their training phase, do not have mechanisms in place to limit

their use of irrelevant frequencies, their performance can be compromised if data along irrelevant

frequencies become corrupted at test time.

We also observe that models’ responses to high-frequency Gaussian perturbations varies among

datasets. This can be attributed to the fact that (ir-)relevant frequencies are most likely going to

be a unique characteristic for a particular dataset. We do not expect a dataset that solely consists

of hand-written digits to share the same (ir-)relevant frequencies as one that consists of real-world

objects. Moreover, the dimension (image resolution) of inputs for a given dataset matters, as a

higher dimension potentially can allow more irrelevant frequencies. Therefore, we emphasize that

the goal of our work is not to identify the exact (ir-)relevant frequencies among datasets. Rather,

the analysis is built on the presence of irrelevant frequencies in the dataset, especially towards the

higher end of the frequency spectrum, and how models differ in their robustness when trained by

different algorithms. In the next section, we investigate the reason for such a robustness difference

by studying how the irrelevant frequencies affect the learning dynamics of GD and signGD under a

synthetic linear regression task.
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4.4 Linear Regression Analysis with an Over-parameterized

Model

In this section, we study the learning dynamics of GD and signGD on least squares regression

with linear models to understand why models trained using the two algorithms have the same

standard generalization performance but exhibit different robustness against perturbations. On a

synthetic dataset that emulates the energy distribution of natural datasets in the frequency domain,

we design a learning task that has multiple optima for the standard population risk, each with a

different adversarial risk. We analyze the weight adaptation under GD and signGD in both spatial

and frequency domains and show that training with signGD can result in larger weights associated

with irrelevant frequencies, resulting in models with a higher adversarial risk. Our result verifies

Claim 4.3.1. We report the main results here and defer the full derivations to Appendix 4.D.

4.4.1 Problem Setup

Consider a linear model f(x,w) = ⟨w , x ⟩ with x,w ∈ Rd, where w and x are the weight and

the signal represented in the spatial domain, respectively. Since the DCT transformation matrix C

is an orthogonal matrix, with rows and columns forming unit vectors (and thus orthonormal), an

alternative way to represent this model is:

f(x,w) = ⟨w , x ⟩ = w⊤x = w⊤C⊤Cx = ⟨ w̃ , x̃ ⟩ = f(x̃, w̃),

where w̃ and x̃ are the exact same weight and signal but are now represented in the frequency

domain. This means that for linear models, computing the output of the model can be carried out

in either domain as long as we use the matching representation of the signal and the weight. The

goal of the linear analysis is to study the learning dynamics of different algorithms in a synthetic and

controlled environment where we can clearly define the frequency-domain signal-target (ir)relevance

to help understand the behavior of models in more complex settings. For this reason, let w̃∗ denote

the frequency-domain representation of the true model that is used to interact with the input x̃ and

generate the target: y = x̃⊤w̃∗, where w̃∗ = (w̃∗
0 , w̃

∗
2 , . . . , w̃

∗
d−1)⊤. We consider the squared error

pointwise loss, which can be equally formulated in both domains:

ℓ(x, y;w) =
1

2
|f(x,w)− y|2

=
1

2
|⟨x , w ⟩ − ⟨x , w∗ ⟩|2

and
ℓ(x̃, y; w̃) =

1

2
|f(x̃, w̃)− y|2

=
1

2
|⟨ x̃ , w̃ ⟩ − ⟨ x̃ , w̃∗ ⟩|2 .

Denote the error between the learned weight and the true weight at iteration t by e(t) = w(t)−w∗,

and the standard risk by Rs(w) = E [ℓ(X,Y ;w)]. In a similar way, those terms can be represented

in the frequency domain as ẽ(t) = w̃(t) − w̃∗ and Rs(w̃) = E
[
ℓ(X̃, Y ; w̃)

]
. Now we are ready to

explain the design philosophy behind the synthetic dataset, the structure of the true model w̃∗, and

particularly, with regard to robustness, the ideal model that minimizes the effect of perturbations.

Suppose that X̃ follows a Gaussian distribution N (µ̃, Σ̃). For analytical tractability, we consider

µ̃ = 0 and a diagonal structure of Σ̃, i.e., Σ̃ = diag(σ̃2
0 , ..., σ̃

2
d−1). This implies that in the spatial

domain, X follows a Gaussian distribution N (0,Σ) where Σ = C⊤Σ̃C. In Appendix 4.D.1, we

provide examples of the spatial-domain structure of the data, where we define the distribution
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directly in the frequency domain. In Section 4.3, we demonstrate that natural datasets exhibit a

particular energy profile where signals contain irrelevant information represented by high-frequency

and low-amplitude waves. To emulate this setting with a synthetic dataset, we define frequencies that

are (ir)relevant in generating the target. Let Iirrel ⊆ {1, 2, ..., d−1} and Irel = {0, 1, 2, ..., d−1}−Iirrel
denote the set of irrelevant and relevant frequencies, respectively. Recall that the goal is to make

high-frequency components of the dataset irrelevant, so we exclude the DC term (0 /∈ Iirrel) when

considering irrelevant frequencies, as it is the lowest frequency possible. Next, we specify the energy

distribution of the synthetic dataset. The expected energy of a random signal following such a

distribution is

E
[
E(X̃)

]
= E

[
d−1∑
i=0

|X̃i|2
]

=

d−1∑
i=0

E
[
X̃2

i

]
=

d−1∑
i=0

σ̃2
i ,

where X̃ is defined earlier in Section 4.2.2. We assume that σ̃2
i = 0 if i ∈ Iirrel, meaning the irrelevant

frequencies of the data from the synthetic dataset have zero energy contributions. The purpose of

this is to imitate the behavior of real-world datasets, where the high-frequency components have a

negligible impact on the overall energy of the signal.

To see how having irrelevant frequencies affect the structure of the true model, notice that the

definition of the synthetic dataset implies X̃i = 0 for all i ∈ Iirrel. This means that the true

target value does not depend on those irrelevant frequencies. Clearly, this linear model is over-

parameterized because one only needs to specify w̃∗
i for all i ∈ Irel to establish the signal-target

relationship.

The objective of the standard risk with such a synthetic dataset is not strictly convex, i.e.,

there are multiple minimizers with zero standard risk, as the value of w̃∗
i for all i ∈ Iirrel has no

impact on the model output. For clarity, let us define W̃∗ = { w̃∗ : Rs(w̃
∗) = 0 } as the set that

includes all standard risk minimizers. Having multiple standard risk minimizers is the result of over-

parametrization; however, there is a unique solution that achieves zero standard risk and makes the

model immune to any perturbations parallel to the directions of the irrelevant frequencies, and it

corresponds to having zero weight at irrelevant frequencies: w̃∗
i = 0 for all i ∈ Iirrel. Define such a

robust standard risk minimizer as w̃R ∈ W̃∗, we have

w̃R
i ≜

{
w̃∗

i for all i ∈ Irel
0 otherwise.

(4.6)

Note that we use w̃∗ to denote any arbitrary standard minimizers in W̃∗. To see why w̃R is the most

robust standard minimizer, we introduce the adversarial risk to capture the worst-case performance

of the model under an ℓ2-constrained perturbation. Similar to the squared error loss, the adversarial

risk can also be equally formulated in both domains:

Ra(w) ≜ E(X,Y )

[
max

||∆x||2≤ϵ
ℓ(X + ∆x, Y ;w)

]
and Ra(w̃) ≜ E(X̃,Y )

[
max

||∆x̃||2≤ϵ
ℓ(X̃ + ∆x̃, Y ; w̃)

]
,

where the ℓ2-constraint with a size of ϵ has an equivalent effect in both domains, as guaranteed by

Parseval’s theorem. To understand the adversarial risk from a frequency-domain perspective, let us

focus on Ra(w̃):

Ra(w̃) = EX̃

[
max

||∆x̃||2≤ϵ

1

2

∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ⟨∆x̃ , w̃ ⟩
∣∣∣2], (4.7)
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where we focus on the expectation over X̃, as Y is replaced with
〈
X̃ , w̃∗

〉
. Notice that the

maximization is inside the expectation. This means that we are finding a separate perturbation for

each input. Therefore, the maximizer, ∆x̃∗, of a given X̃ within the expectation in (4.7) is

∆x̃∗ ≜ arg max
||∆x̃||2≤ϵ

1

2

∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ⟨∆x̃ , w̃ ⟩
∣∣∣2 = ϵ sign

[〈
X̃ , w̃ − w̃∗

〉] w̃

||w̃||2
. (4.8)

Now knowing the worst-case perturbation to any X̃, we can continue the derivation in (4.7) with

Ra(w̃) =
1

2
EX̃

[∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ϵ sign[
〈
X̃ , w̃ − w̃∗

〉
] ∥w̃∥2

∣∣∣2]
=

1

2

∑
i∈Irel

σ̃2
i (w̃i − w̃∗

i )2 + ϵ

√
2

π

∑
i∈Irel

σ̃2
i (w̃i − w̃∗

i )2 ∥w̃∥2 +
ϵ2

2
∥w̃∥22 . (4.9)

Finding the exact minimizer to (4.9) is not only more involved but also beyond the scope of this

chapter. The primary objective here is to understand the robustness properties of solutions obtained

by minimizing the standard risk. For an arbitrary standard risk minimizer w̃∗ from W̃∗, we can

evaluate (4.9) at w̃∗ and obtain its the adversarial risk as

Ra(w̃∗) =
ϵ2

2
||w̃∗||22, (4.10)

where the first two terms in (4.9) become zero at any fixed standard risk minimizer. This shows

that the robustness of the standard risk minimizers against ℓ2-bounded perturbations is inversely

proportional to the norm of the linear model. That is, a smaller norm implies better robustness.

Recall that when evaluating the standard risk of the model, the weights associated with irrelevant

frequencies do not matter, since they are never used in computing the output of the model. On the

contrary, the ||w̃∗||22 term in (4.10) implies that those weights matter when considering the robustness

of the model under perturbations. It is not difficult to see that the minimum adversarial risk can

be achieved on a unique standard risk minimizer w̃R (4.6).

Therefore, in the over-parameterized linear regression setting, a standard risk minimizer with a

minimum norm is preferred when considering the robustness of the model, and a model with zero

weight at irrelevant frequencies is the most robust solution among the standard risk minimizers.

With this example, we verify Claim 4.3.1. While standard risk minimizers can correctly use the

relevant information of the data, their use of irrelevant information is under-constrained. This can

result in significant weight assigned to irrelevant frequencies, making models more susceptible to

perturbations.

Next, we study the learning dynamics of GD and signGD and demonstrate that the solutions

found by GD and signGD differ in the weight of the irrelevant frequencies. This causes the solutions

found by the two algorithms to have a similar standard population risk, but behave very differently

under perturbations.

4.4.2 Analysis on the Learning Dynamics of GD and signGD

We now analyze the weight adaptation of a linear model under GD and signGD, and experimentally

verify our results. Our analysis shows that for the over-parameterized linear model, GD finds
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solutions with a standard risk of exactly zero, and signGD finds solutions with a standard risk close

to zero. However, they have different robustness properties. With irrelevant frequencies present in

the data distribution, GD is more likely to converge to a solution that is less sensitive to perturbations

along the direction of irrelevant frequencies, whereas signGD is more likely to converge to solutions

that are more prone to such perturbations.

GD Dynamics

Let us start with GD in the spatial domain. Suppose that we initialize the weights in the spatial

domain as w(0) = W ∼ N(0,ΣW ), where ΣW ∈ Rd×d. Similar to how both X̃ and X follow a

Gaussian distribution, the frequency representation of the initialized weight also follows a Gaussian

distribution: w̃(0) = W̃ ∼ N (0, Σ̃W ) where Σ̃W = CΣWC⊤. To train the model, we use GD on the

population risk:

w(t + 1)← w(t)− η∇wRs(w(t)).

The gradient computed using the population risk is ∇wRs(w(t)) = E
[
XX⊤] e(t) = Σe(t), where

e(t) denotes the error between the current weight and the optimal weight. Using this, the learning

dynamics of GD in the spatial domain is given by:

e(t + 1) = w(t + 1)− w∗

= w(t)− η∇wRs(w(t))− w∗

= w(t)− w∗ − ηΣe(t)

= e(t)− ηΣe(t)

= (I − ηΣ)e(t)

= (I − ηΣ)t+1e(0). (4.11)

This shows that the learned weight converges to the optimal weight w∗ at a rate depending on Σ.

To see the GD dynamics in the frequency domain, we can simply perform DCT on both sides of

(4.11):

ẽ(t + 1) = C(I − ηΣ)t+1e(0)

= C(I − ηΣ)t+1C⊤ẽ(0)

= C(I − ηΣ)tC⊤C(I − ηΣ)C⊤ẽ(0)

= C(I − ηΣ)t−1C⊤C(I − ηΣ)C⊤C(I − ηΣ)C⊤ẽ(0)

=
[
C(I − ηΣ)C⊤]t+1

ẽ(0)

= (I − ηCΣC⊤)t+1ẽ(0)

= (I − ηΣ̃)t+1ẽ(0), (4.12)

where Σ̃ is the covariance of x̃. It is easy to see that no weight adaptation happens for the irrelevant

frequencies because σ̃2
i = 0 for all i ∈ Iirrel. As Σ̃ is diagonal, choosing the learning rate η such that
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∣∣∣1− η maxi∈{0,...,d−1} Σ̃ii

∣∣∣ < 1, we get that the asymptotic solution is

w̃GD
i ≜ lim

t→∞
w̃i(t) =

{
w̃∗

i for all i ∈ Irel
w̃i(0) otherwise.

That is, the initial random weights at the irrelevant frequencies do not change. Using (4.10), we

have

Ra(w̃GD) =
ϵ2

2
||w̃GD||22 =

ϵ2

2

∑
i∈Irel

w̃∗2
i +

∑
j∈Iirrel

w̃j(0)2

 . (4.13)

Comparing the standard risk minimizer found by GD with the robust standard risk minimizer in

(4.6), we notice that the GD solution is not the most robust among all standard risk minimizers, as

it is sensitive to perturbations along irrelevant frequencies. Suppose that the initialized weight in

the frequency domain is randomly sampled from N (0, σ2Id×d), and the signal-target relationship is

determined by a handful of relevant frequencies. Taking the expectation of (4.13) over the randomly

initialized weight, we have Ew̃(0)

[
Ra(w̃GD)

]
≈ O(ϵ2dσ2), so the adversarial risk can be quite signifi-

cant when the difference between relevant and irrelevant frequencies is large, i.e., |Irel| ≪ |Iirrel| ≈ d.

A similar phenomenon, where adversarial risk increases with large d, was observed in the motivating

example of SOAR introduced in Section 3.2.

This example shows that the GD solution is sensitive to initialization. Because there is no

mechanism in place to actively ensure that the weights associated with these irrelevant frequencies

become zero, GD is not forcing the initial weights to go to zero at those frequencies. One solution

is to include the weight norm as a penalty term along with the original optimization objective, but

this can result in learning a biased solution. Another simple fix is to initialize the weight at exactly

0. This robustifies the GD solution by initializing those irrelevant weights at the most robust state.

SignGD Dynamics

Adaptive gradient algorithms like Adam and RMSProp utilize historical gradient information as

a momentum mechanism for updating model parameters, thereby expediting the learning process.

However, it is important to note that their acceleration is not solely attributable to this feature,

nor is their adaptiveness limited to it. In (4.3), we have demonstrated how signGD, a memory-free

version of Adam and RMSProp, can adaptively adjust the update using a coordinate-wise learning

rate. Although signGD is not a suitable choice for training DNNs (Riedmiller et al., 1993; Ma et al.,

2022b), examining its behavior can provide insights into the learning dynamics of other adaptive

gradient methods (Karimi et al., 2016; Balles et al., 2018; Moulay et al., 2019). Furthermore,

later in this section, we empirically demonstrate that signGD serves as a suitable alternative for

understanding the learning dynamics of Adam and RMSProp.

Again, let us start with signGD in the spatial domain. The update rule using the population

risk takes the sign of the gradient computed using the population risk

w(t + 1)← w(t)− η sign[∇wRs(w)],
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and its learning dynamics in the spatial domain is given by

e(t + 1) = w(t + 1)− w∗

= w(t)− η sign[∇wRs(w)]− w∗

= e(t)− η sign[Σe(t)]. (4.14)

Unlike the GD dynamics in (4.11), (4.14) shows that the behavior of signGD depends on the sign of

Σe(t), and this means that when |[Σe(t)]i| ≪ 1, training using signGD can accelerate the learning

along the i-th dimension. Although we can obtain Σ from Σ = C⊤Σ̃C, the structure of Σ is subject

to variation based on Σ̃, so it is difficult to find an analytical solution for the dynamics of the model

trained under signGD, such as (4.11) where we have a closed form for e(t) as a function of e(0) for

models trained under GD. This means that analyzing the signGD dynamics is limited to studying

its step-by-step update based on the sign of the entries in Σe(t).

The signGD learning dynamics in the frequency domain can be obtained by taking the DCT

transformation on both sides of (4.14):

ẽ(t + 1) = ẽ(t)− ηC sign[Σe(t)]

= ẽ(t)− ηC sign[C⊤Σ̃CC⊤ẽ(t)]

= ẽ(t)− ηC sign[C⊤Σ̃ẽ(t)]. (4.15)

where the error and the covariance terms inside of the sign are also transformed into their frequency-

domain representations. Equation 4.15 shows that analyzing the behavior of signGD in the frequency

domain requires knowing the sign of the entries in C⊤Σ̃ẽ(t). This term can be understood as an

inverse DCT transformation of Σ̃ẽ(t), and with a diagonal structure of Σ̃, we know that Σ̃ẽ(t) =[
σ̃2
0 , ..., σ̃

2
d−1

]⊤⊙ ẽ(t). However, similar to the situation in (4.14), the sign of the entries in C⊤Σ̃ẽ(t)

is dependent on ẽ(t) at different steps, so obtaining an analytical solution for the frequency-domain

dynamics is also challenging.

In both (4.14) and (4.15), we see that understanding the signGD dynamics for any general Σ̃ can

be complicated. Thus, we focus on a structure of Σ̃ that simplifies the analysis but still allows us

to understand why training with signGD results in vulnerable models. In particular, we consider a

data distribution where X̃ ∼ N (µ̃ = 0, Σ̃ = diag
{
σ̃2
0 , σ̃

2
1 , 0

}
). This definition implies that the data

distribution contains irrelevant information at the highest frequency basis and we have X̃2 = 0 for

all data points.

Now, we continue with signGD learning dynamics in the frequency domain from (4.15). Let us

denote A(t) =
√
3
3 σ̃2

0 ẽ0(t) and B(t) =
√
2
2 σ̃2

1 ẽ1(t), and C = C(3) follows the DCT transformation

matrix defined in (4.4). With some algebraic manipulation, we have

ẽ(t + 1) = ẽ(t)− η


√
3
3 (sign[A(t) + B(t)] + sign[A(t)] + sign[A(t)−B(t)])

√
2
2 (sign[A(t) + B(t)]− sign[A(t)−B(t)])

√
6
6 sign[A(t) + B(t)]−

√
6
3 sign[A(t)] +

√
6
6 sign[A(t)−B(t)]

 , (4.16)

and we include its complete derivation in Appendix 4.D. With this particular choice of Σ̃, (4.16)

shows that weight adaptation depends on the sign of three terms: A(t), A(t)+B(t) and A(t)−B(t).
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In Table 4.9 of Appendix 4.D.2, we study the learning dynamics of signGD by analyzing all 27

sign combinations and their corresponding updates. We report the main results here and defer the

detailed analysis to Appendix 4.D.2.

With a constant learning rate of η, the asymptotic signGD solution converges to an O(η) neigh-

borhood of the standard risk minimizer:

lim sup
t→∞

|w̃i(t)− w̃∗
i | = O(η),

where i ∈ {0, 1}. In particular, we demonstrate that w̃0 oscillates in an O(η) neighborhood of w̃∗
0 .

Consider T as the first iteration after which w̃0 starts oscillating, and define ∆w̃2 as the sum of all

the updates in w̃2 up to the T -th iteration. The limiting behavior of w̃2 under signGD update is

lim sup
t→∞

|w̃2(t)| = |w̃2(T ) + O(η)| = |w̃2(0) + ∆w̃2 + O(η)| ,

where w̃2(0) is the weight at initialization. This means that after T iterations, for all t′ > T , w̃2(t′)

stays in an O(η) neighborhood of w̃2(T ). As such, we have the asymptotic solution found by signGD:

w̃signGD = [w̃∗
0 , w̃

∗
1 , w̃2(0) + ∆w̃2]⊤ + O(η).

From the perspective of training under the standard risk, the signGD solution is close to the

optimum. Specifically, its standard risk is

Rs(w̃
signGD) = E

[
ℓ(X̃, Y ; w̃signGD)

]
=

1

2
E
[〈

X̃ , w̃signGD − w̃∗
〉2

]
= O((σ̃2

0 + σ̃2
1)η2).

Note that the standard risk of the GD solution is exactly zero; and by choosing a sufficiently

small learning rate η, the standard risk of the signGD solution can also be close to zero as well.

However, their adversarial risks are very different. Specifically, the adversarial risk of the asymptotic

signGD solution is

Ra(w̃signGD) =
ϵ2

2
||w̃signGD||22 =

ϵ2

2

{
w̃∗2

0 + w̃∗2
1 + (w̃2(0) + ∆w̃2)

2
}
. (4.17)

We can compare it with the adversarial risk of the asymptotic solution found by GD under the same

setup:

Ra(w̃GD) =
ϵ2

2

{
w̃∗2

0 + w̃∗2
1 + w̃2(0)2

}
. (4.18)

It can be observed that the main difference between the two adversarial risks in (4.17) and (4.18)

arises from the difference in weights learned at the irrelevant frequency. Since their use of irrelevant

frequency in the data is under-constrained, neither algorithm can reduce w̃2 to zero, thereby neither

solution is the most robust standard risk minimizer. As discussed in Section 4.4.2, the GD solution

is sensitive to weight initialization. Before understanding the ∆w̃2 term in the signGD solution, we

first introduce two assumptions on the synthetic dataset that serve to better emulate the distribution

found in the natural dataset. Consider a dataset with a strong task-relevant correlation between

the relevant frequency component of the data and the target, a realistic scenario as we discussed

in Section 4.3.2. In this case, |w̃∗
0 | and |w̃∗

1 | can be large. Additionally, with a weight initialization
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around zero, such as in methods by He et al., 2015 and Glorot et al., 2010, the initial error |ẽ0(0)| and

|ẽ1(0)| can be large and close to |w̃∗
0 | and |w̃∗

1 | when |w̃∗
0 | ≫ |w̃0(0)| and |w̃∗

1 | ≫ |w̃1(0)|. Moreover, we

have observed in Figure 4.2 that the distribution of spectral energy heavily concentrates at the low

end of the frequency spectrum and decays quickly towards higher frequencies. Since σ̃2
i is interpreted

as the expected energy of a random variable at the i-th frequency, it is reasonable to assume that
σ̃2
1

σ̃2
0
< 1

3 .

With the two assumptions, we demonstrate that ∆w̃2 is proportional to |w̃∗
0 | or |w̃∗

1 | depending

on the initialization of |A(0)| and |B(0)|. In particular, we have

|∆w̃2| ≈

{√
3C |w̃∗

0 | if |A(0)| < |B(0)|
3
√
2σ̃2

1

2σ̃2
0

C |w̃∗
1 | if |A(0)| > |B(0)| ,

where C ∈ [
√
6
6 ,

√
6
3 ]. To quantitatively understand the robustness difference between solutions

found by the two algorithms, we consider the ratio between the adversarial risk of the standard

risk minimizers found by GD (4.18) and signGD (4.17) with a three-dimensional input space. We

observe that the solution found by signGD is more sensitive to perturbations compared to the GD

solution:

Ra(w̃signGD)

Ra(w̃GD)
≈

1 + C3
w̃∗2

0

w̃∗2
0 +w̃∗2

1
if |A(0)| < |B(0)|

1 + C4
w̃∗2

1

w̃∗2
0 +w̃∗2

1
if |A(0)| > |B(0)| ,

(4.19)

where 1
2 ≤ C3 ≤ 2 and 3

4
σ̃4
1

σ̃4
0
≤ C4 ≤ 3

σ̃4
1

σ̃4
0
. Given that this ratio is always greater than 1, the linear

model obtained through GD is always more robust against ℓ2-bounded perturbations in comparison

to the model obtained from signGD.

Empirical Validation

To validate our analysis, in Figure 4.7 we create a three-dimensional dataset using (σ̃2
0 , σ̃

2
1 , σ̃

2
2) =

(0.01, 0.0025, 0), and (w̃∗
0 , w̃

∗
1 , w̃

∗
0) = (5, 10, 0), and compare the dynamics of the frequency-domain

weight error on models trained by GD, Adam, RMSProp, and signGD. All models are initialized

with the same weight and are trained using a fixed learning rate of 0.01. At each training iteration,

we sample 1000 data points and compute the gradient based on the sampled data. We want to clarify

that even though we analyze the weight update dynamics in both frequency and spatial domains,

the actual training still takes place in the spatial domain.

In (4.12), we show that the GD solution w̃GD
i (t) converges to w̃∗

i with a rate of 1−ησ̃2
i . Therefore,

when σ̃2
i is small, learning can be particularly slow for weights associated with the i-th frequency,

as shown in Figure 4.7a. On the other hand, notice in Table 4.9 in Appendix 4.D.2 that |ẽ0| gets

reduced by at least
√
3
3 regardless of the magnitude of σ̃2

0 for signGD. This means that the magnitude

of σ̃2
i does not directly affect the convergence speed. Instead, the relative magnitude between A(t)

and B(t) determines the frequency which receives priority during the learning process. As a result,

we observe an acceleration for models trained by signGD.

Next, we observe that the error trajectory for the model trained by signGD closely resembles the

one from the model trained by Adam for ẽ0 and ẽ1. In the analysis of signGD, we show that |ẽ2|
increases till |ẽ0| starts oscillating in O(η). Figure 4.7a shows that this pattern can be observed in
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Figure 4.7: Empirical validations on (a) the learning dynamics, (b) the standard and
adversarial population risk of linear models optimized under GD, Adam, RMSProp,
and signGD. We create a three-dimensional dataset created using (σ̃2

0 , σ̃
2
1 , σ̃

2
2) = (0.01, 0.0025, 0),

and (w̃∗
0 , w̃

∗
1 , w̃

∗
2) = (5, 10, 0). All models are initialized with the same weight (w̃0(0), w̃1(0), w̃2(0)) =

(0.01,−0.01, 0.02) and trained using a fixed learning rate of 0.01. Note that the iterations are plotted
on a logarithmic scale, which makes the initial changes appear smoother than they actually are. (a)
Dynamics of the error term. During the signGD training process, the error along the irrelevant
frequency grows until ẽ0 starts to oscillate around 0. In our example, the green highlighted areas
in the figure correspond to the iterations before ẽ0 starts to oscillate, and the red areas show that
the error along the irrelevant frequency cannot be corrected. (b) The standard population risk
and the adversarial population risk (ϵ =

√
2). We notice that despite all models reaching zero

standard population risk, their adversarial population risks are different. The adversarial population
risk of models trained by adaptive gradient methods is higher than the one from the model trained
by GD, indicating lower robustness.

models trained by Adam as well. This shows that signGD is a suitable alternative to understanding

the learning dynamics of models under the proposed linear regression task. For models trained by

GD, since there is no update on the weight associated with the irrelevant frequency, ẽ2 remains

at the initialized value throughout training. To demonstrate the weight adaptation under signGD,

we divide the training into two phases, as highlighted by two background colors. The green area

indicates that |ẽ0| decreases and |ẽ2| increases in the meanwhile. Once oscillation begins for |ẽ0|,
|ẽ2| can no longer be corrected. This behavior corresponds to the purple area in Figure 4.7a.

In Figure 4.7b, we compare the standard population risk and the adversarial population risk

of different models. We notice that despite all models reaching near zero standard population

risk, their adversarial population risk is different. In particular, the adversarial population risk of

models trained by adaptive gradient methods is higher than the one from the model trained by

GD, indicating lower robustness. Choosing ϵ =
√

2 in (4.10), the adversarial risk of those standard

risk minimizers is exactly the squared ℓ2 norm of the weight. With our choice of initialization, the

resulting |A(0)| and |B(0)| are 0.0289 and 0.0177 respectively. This means that the ratio between

the two adversarial risks is Ra(w̃
signGD)

Ra(w̃GD) ∈ [1.04, 1.15] according to (4.19), and this aligns with the

ratio of 1.146 obtained empirically from the experiments.
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This simple problem illustrates how the optimization algorithms and an over-parameterized

model might interact, and learning with signGD can lead to a solution that is more prone to pertur-

bations. In this section, we focus on analyzing the robustness of the solution from a frequency domain

perspective, that is, the behavior of w̃ with an input perturbation of ∆x̃. In Appendix 4.D.3, we

present a spatial interpretation of the result and demonstrate how signals with irrelevant frequencies

contain spatially redundant dimensions.

4.5 Connecting the Norm of Linear Models to the Lipschitz-

ness of Neural Networks

The takeaway from the over-parameterized linear regression analysis is that among all standard

risk minimizers, the minimum norm solution is the most robust one. That is, a smaller weight

norm implies better robustness. This suggests a connection between the weight norm and model

robustness. Nonetheless, the major limitation of the analysis is that it is designed for a linear model.

In this section, we generalize such a connection to the deep learning setting and verify it using the

robustness of neural networks trained by different algorithms.

A significant challenge is that the concept of weight norm, as defined for linear models, does

not directly apply to neural networks due to their hierarchical structure and non-linear activation

functions. Nonetheless, we can relate a network’s weights to its sensitivity to input perturbations,

forming a basis for analyzing robustness in neural networks.

Consider the ℓp vector norm, for all x1, x2 ∈ R, a function f is said to be Lipschitz continuous

if ||f(x1)− f(x2)||p ≤ L||x1 − x2||p, for some real-valued Lipschitz constant L ≥ 0.3 The Lipschitz

constant effectively quantifies the sensitivity of the function to changes in the input space.

Now, consider a single-layer ReLU-activated feedforward network with x ∈ Rd and W ∈ RD×d.

For an input perturbation of ∆x ∈ Rd constrained by the vector ℓp-norm, the maximum change in

the model output as measured by the same norm can be bounded using

∥ReLU (W (x + ∆x))− ReLU (Wx)∥p ≤ ∥W∆x∥p ≤ ∥W∥p ∥∆x∥p ,

where ∥W∥p denotes the vector ℓp-norm induced matrix norm of the weight W , which serves as the

Lipschitz constant for this single-layer model. This bound demonstrates how weight norms influence

sensitivity to input perturbations, linking them to robustness.

In the single-layer model example, its Lipschitz constant is exactly the matrix norm of the weight.

More generally, consider the feedforward neural network as a series of function compositions:

f(x) = (ϕl ◦ ϕl−1 ◦ . . . ◦ ϕ1)(x),

where each ϕi is a linear operation, an activation function, or a pooling operation. A particularly

useful property of the Lipschitz function is that the composition of Lipschitz functions with Lipschitz

constant L1, L2, ..., LN w.r.t. the same norm is also Lipschitz with an upper-bound on the Lipschitz

constant L ≤ L1L2...LN . Denoting the Lipschitz constant of function f as L(f), we can establish

3Any value of L satisfying the Lipschitz condition is considered a valid Lipschitz constant. For the sake of clarity,
we will refer to the smallest (optimal) Lipschitz constant as L.
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Table 4.1: Comparing the upper bound on the Lipschitz constant and the averaged
robust accuracy of neural networks trained by SGD, Adam, and RMSProp. We follow
(Gouk et al., 2021) to compute the Lipschitz constants of each layer in isolation and multiply them
together to establish an upper bound on the constant of the entire network. Notice that across all
selected datasets, models trained by SGD have a considerably smaller upper bound compared to
models trained by Adam and RMSProp. In Figure 4.1, we demonstrate the robustness of the neural
networks under Gaussian noise, ℓ2 and ℓ∞ bounded adversarial perturbations. Here, we average the
accuracy across the perturbations and get a single score quantifying the model’s robustness. All
results are averaged over three independently initialized and trained models.

Dataset MNIST Fashion CIFAR-10 CIFAR-100 SVHN Caltech-101 Imagenette

∏l
i=1 L(ϕi)

SGD 3.80 3.83 26.81 40.41 22.65 18.53 23.99

Adam 5.75 8.12 28.70 41.87 30.45 26.20 28.55

RMSProp 6.21 5.11 37.75 41.71 28.31 45.84 27.11

Average
Robust Acc.

SGD 77.97% 77.95% 63.21% 55.65% 69.08% 71.42% 67.59%

Adam 65.64% 67.60% 57.71% 45.25% 65.60% 55.03% 58.86%

RMSProp 63.54% 71.34% 56.47% 47.55% 65.37% 53.16% 57.98%

an upper bound on the Lipschitz constant for the entire feedforward neural network using

L(f) ≤
l∏

i=1

L(ϕi). (4.20)

For a multi-layer neural network that comprises repeated layers of linear operation followed by

non-linear activation, this result allows us to upper bound the change in model output w.r.t. changes

in the input space by multiplying the operator norms of the weights. However, it is important to

note that (4.20) provides a loose upper bound, and computing the exact Lipschitz constant for a

neural network is NP-hard (Virmaux et al., 2018). Nonetheless, this approximation enables us to

draw meaningful connections between the weights and the robustness of neural networks.

Results in Section 4.4 indicate that linear models trained by signGD have larger weight norms,

indicating reduced robustness. Extending this to the deep learning setting, we expect neural networks

trained with Adam to have larger Lipschitz upper bounds, leading to less robust models, as illustrated

in Figure 4.1. To verify this, we follow the techniques in Gouk et al. (2021) and compute an

upper bound on the Lipschitz constant of the same neural networks trained by SGD, Adam, and

RMSProp in Figure 4.1. The results, presented in Table 4.1, confirm that models trained with SGD

consistently exhibit smaller Lipschitz upper bounds across all datasets and architectures compared

to those trained with the two adaptive gradient methods.

In Figure 4.1, we demonstrate the robustness of the neural networks under Gaussian noise, ℓ2 and

ℓ∞ bounded adversarial perturbations (Croce et al., 2020). In Table 4.1, we average the accuracy

across the perturbations and get a single score quantifying the model’s robustness. The results

clearly indicate that models trained with SGD are more robust than those trained with Adam and

RMSProp, consistent with their smaller Lipschitz constants and the observations from the linear

model analysis.
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4.6 Conclusions

In this chapter, we highlighted the robustness difference between models trained by SGD and adap-

tive gradient methods, particularly Adam and RMSProp. To understand this phenomenon, we

leveraged a frequency-domain analysis, and demonstrated that natural datasets contain frequencies

that are irrelevant to minimizing the standard training loss. Empirically, through a band-limited

perturbation analysis on neural networks trained on common vision datasets, we showed that models

trained by the adaptive gradient method utilize the statistics in the irrelevant frequency, and thus

they experience a huge drop in performance when the same statistics become corrupted. Analyti-

cally, on a synthetic linear regression task where the dataset was designed to contain target-irrelevant

frequencies, we showed that while both GD and signGD can find the solution with standard risks

close to zero, the adversarial risk of the asymptotic solution found by signGD can be larger than that

of GD. Such results from the linear analysis explained the observation in Figure 4.1 and suggested

that a smaller model parameters’ weight norms may indicate a larger model robustness. Finally, in

the deep learning setting, we showed that models trained by SGD have a noticeably smaller Lipschitz

constant than those trained by Adam and RMSProp.

4.6.1 Challenges and Limitations

Our work has some limitations. First, when conducting a theoretical analysis of various optimizers,

we opted for signGD as a simpler alternative to Adam and RMSProp. Second, our focus was

primarily on linear models. However, it is crucial to acknowledge that DNNs inherently possess

non-linear characteristics, which limit the depth of insights derived from linear models. Therefore,

one promising future direction is to incorporate tools such as neural tangent kernels (Jacot et al.,

2018), which provide a deeper understanding of network dynamics. Third, our analysis focuses

on optimization algorithms along with the standard objective function. We can also study the

effect of optimizer with alternative objectives that are designed to improve the robustness of the

model (Simon-Gabriel et al., 2019; Wen et al., 2020; Ma et al., 2020; Foret et al., 2021). For instance,

the effect of adversarial training using perturbations similar to the Fast Gradient Sign Method

(FGSM) under the linear regression setup has been studied in Chapter 3. In linear classification,

Wei et al. (2023) showed that minimizing the sharpness-aware loss (SAM) (Foret et al., 2021) can

lead to robust models. Another promising direction for future research is to analyze model robustness

by coupling various optimization algorithms with different optimization objectives.

Appendices

In the following appendices, we provide some auxiliary results that are omitted from the main body

of the chapter. The source code for this project can be found at https://github.com/averyma/

opt-robust. In Appendix 4.A, we first describe the data augmentation, the exact optimization

schedule, and the model architectures used to train the models. In Appendix 4.B, we describe

the complete generalization and robustness results in Table 4.3 and how they are used to generate

Figure 4.1. In Appendix 4.C, we discuss how the training inputs are modified when making the

observations in Section 4.3. In Appendix 4.D, we provide additional detail on the linear analysis

in Section 4.4. Finally, in Appendix 4.E, we provide additional figures including visualization of

https://github.com/averyma/opt-robust
https://github.com/averyma/opt-robust
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the perturbed images, the modified images used in Section 4.3.1, and the frequency sensitivity

comparison in Section 4.3.2.

4.A Implementation Details

Data augmentation: In our chapter, we study how the presence of irrelevant information in the

dataset affects the robustness of the model when trained by different algorithms. We approach this

problem from a frequency-domain perspective. Specifically, we leverage the structure and energy

profile of the dataset in the frequency domain. While data augmentation methods are widely used

in training machine learning models to improve generalization and reduce overfitting, understanding

how those methods affect the datasets in the frequency domain requires additional analysis tailored

for each augmentation method. Therefore, on Fashion-MNIST, CIFAR-10, CIFAR-100, Caltech-101,

and Imagenette, training inputs are augmented with random horizontal flipping, a method that does

not change the frequency profile of the image.

Optimization schedule: For all models, we use the following default PyTorch (v1.12.1) optimiza-

tion settings. For SGD, we disable all of the following mechanism: dampening, weight decay, and

Nesterov. For Adam, we use the default values of β1 = 0.9 β2 = 0.999, ϵ = 10−8 and disable

weight decay and disable AMSgrad (Reddi et al., 2018) to eliminate other factors that may affect

the robustness of the model. For RMSProp, we use default values of α = 0.99, ϵ = 10−8, and disable

momentum and disable centered RMSProp which normalizes the gradient by an estimation of its

variance. All models are trained for 200 epochs. In Table 4.2, we list the initial learning rate. The

learning rate decreases by a factor of 0.1 at epoch 100 and 150.

Model architecture: For MNIST and Fashion-MNIST, we use a ReLU-activated, two-layer convo-

lutional neural network ending with two fully-connected layers. For CIFAR-10, CIFAR-100, SVHN,

Caltech-101, and Imagenette, we use PreActResNet18 (He et al., 2016b) and Vision Transformers

(ViT-B/16) (Dosovitskiy et al., 2021). For the Speech Commands dataset (Warden, 2018), we use

the M5 network architecture defined by Dai et al. (2017). See Table 4.2 for details of all architec-

tures used in this chapter. We denote Conv(i, o, k) as a convolution layer having i input channels,

o output channels with k by k filters, FN(i, o) as a fully-connect layer with i input channels and

o output channels, and SM(o) as the soft-max layer with o output. The stride for all convolution

layers is 1. The main experiments in our work are centered around models based on convolutional

neural networks, within the computer vision domain. Additional results from using ViT-B/16 and

on the Speech Commands dataset can be found in Table 4.5 and Table 4.6, respectively.

Batch normalization: We concentrate on a particular aspect of the training process: the selection

of optimizers. Our aim is to shed light on how this critical component influences the robustness

of trained models. It has been recently shown that the use of batch normalization (BN) can also

affect the robustness of the model (Benz et al., 2021b; Benz et al., 2021a; Wang et al., 2022a).

Consequently, to maintain focus on the impact of optimizers, we have omitted BN in the training

phase for the experiments leading to the results in Figure 4.1 and the analysis in Section 4.3.

However, to show that our conclusions remain valid for models with BN, we have included additional

results that incorporate BN in Table 4.4.
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Table 4.2: Experiment setup: the initial learning rate and the definition of neural networks in
this work.

Dataset Optimization Initial Learning Rate

MNIST

SGD 0.1

Adam 0.0005

RMSProp 0.0005

Fashion-MNIST

SGD 0.1

Adam 0.0005

RMSProp 0.0005

CIFAR-10

SGD 0.2

Adam 0.0002

RMSProp 0.0005

CIFAR-100

SGD 0.3

Adam 0.0005

RMSProp 0.0005

SVHN

SGD 0.2

Adam 0.0002

RMSProp 0.0002

Caltech-101

SGD 0.05

Adam 0.0002

RMSProp 0.001

Imagenette

SGD 0.1

Adam 0.0002

RMSProp 0.0002

Speech Commmands

SGD 0.1

Adam 0.1

RMSProp 0.1

Dataset Structure

MNIST
Fashion-MNIST

Conv(1, 16, 4) - ReLU -
Conv(16, 32, 4) - ReLU -

FN(21632, 100) -
FN(100, 10) -

SM(10)
CIFAR-10
CIFAR-100

SVHN
Caltech-101
Imagenette

PreActResNet18
ViT-B/16

Speech
Commands

M5 (Dai et al., 2017)

4.B Generalization and Robustness Results

Main results: Table 4.3 summarizes the result on the standard generalization ability and robustness

properties of the models trained by SGD, Adam, and RMSProp on seven vision datasets. All

results are averaged over three independently initialized and trained models. To evaluate standard

generalization, we measure the classification accuracy of the models on the testing data. To capture

model robustness, we measure the classification accuracy of the models on the testing data perturbed

using Gaussian perturbations, ℓ2 and ℓ∞-bounded perturbations (Croce et al., 2020). Perturbations

with varying degrees of severity are included in the evaluation to ensure the observation of the

robustness difference is not limited to perturbations with any particular parameters. The degree

of severity is determined by the variance of the Gaussian perturbation and an ℓ2 and ℓ∞ norm for

the attacks. We select those parameters so the range of the accuracy differences between models is

similar across different datasets. Particularly, the highlighted results in Table 4.3 are in a similar

range, so we use them to plot Figure 4.1.We also ensure that the original image semantics remains in

the perturbed images, and we provide a visualization of the perturbed images in Figure 4.18 to 4.20.

Finally, for CIFAR-100 and Caltech-101, because of the large number of classes in the dataset,

we use the top-5 classification accuracy to plot Figure 4.1 as the results are within a range similar to

other datasets with 10 classes. The observation of the similar standard generalization and different

robustness holds on both top-1 and top-5 accuracy.
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Table 4.3: Evaluation of classification accuracy for models trained using SGD, Adam, and RMSProp
on both the original and perturbed test dataset (%). We evaluate the model robustness on the testing
data perturbed using Gaussian perturbations, ℓ2 and ℓ∞-bounded perturbations. We include various
severity of perturbations to better capture the model robustness. Models trained by SGD are the
most robust against the three types of perturbations across all datasets. The highlighted results
are used in Figure 4.1, as they are in relatively similar ranges. Results are averaged over three
independently initialized and trained models.

Dataset Optimization Test
Gaussian perturbations ℓ2-bounded attack ℓ∞-bounded attack

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 0.7 ϵ = 1.0 ϵ = 0.05 ϵ = 0.07 ϵ = 0.1

MNIST

SGD 98.72 98.59 97.94 95.64 93.00 87.33 66.33 87.53 71.93 31.50

Adam 99.05 98.86 96.76 89.33 92.33 86.00 54.67 85.40 52.93 8.77

RMSProp 98.90 98.70 97.02 90.63 91.67 83.00 50.00 82.73 50.00 7.33

σ2 = 0.001 σ2 = 0.005 σ2 = 0.01 ϵ = 0.1 ϵ = 0.5 ϵ = 0.7 ϵ = 0.01 ϵ = 0.03 ϵ = 0.05

Fashion-MNIST

SGD 91.20 90.49 87.78 84.30 82.33 24.33 12.33 67.23 22.30 4.17

Adam 90.98 89.91 85.03 78.91 70.33 6.00 0.33 53.57 5.33 0.00

RMSProp 91.15 90.09 85.23 78.69 72.67 15.93 4.67 62.67 16.33 1.67

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255

ϵ = 2
255

ϵ = 4
255

CIFAR-10

SGD 90.16 87.35 74.13 68.66 67.40 37.57 16.30 53.93 21.27 0.93

Adam 90.73 86.93 67.50 58.54 64.03 29.60 11.10 50.57 13.93 0.20

RMSProp 90.46 86.25 70.03 61.52 60.10 25.47 8.87 47.87 14.03 0.33

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255

ϵ = 2
255

ϵ = 4
255

CIFAR-100(top1)

SGD 59.76 56.88 46.26 41.28 28.47 12.93 5.90 18.80 5.57 1.17

Adam 61.10 55.30 31.54 24.92 24.30 7.13 1.87 14.43 2.47 0.33

RMSProp 60.36 56.46 36.42 29.50 28.90 10.47 2.83 17.90 3.47 0.20

CIFAR-100(top5)

SGD 84.67 81.77 72.84 67.53 80.30 70.20 59.90 75.30 61.70 39.53

Adam 85.41 81.37 58.11 49.54 80.53 66.73 52.77 74.70 53.70 33.43

RMSProp 85.18 81.66 62.71 54.44 80.93 68.57 54.10 74.60 59.10 34.10

σ2 = 0.001 σ2 = 0.003 σ2 = 0.005 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255

ϵ = 2
255

ϵ = 4
255

SVHN

SGD 96.11 95.68 94.47 93.81 85.53 63.60 39.63 80.67 49.83 17.03

Adam 96.48 96.03 94.04 91.46 80.77 57.83 35.93 78.93 47.50 12.43

RMSProp 96.42 95.91 94.07 91.87 81.13 57.90 34.10 76.93 46.33 11.30

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255

ϵ = 2
255

ϵ = 4
255

Caltech-101(top1)

SGD 70.80 68.13 57.67 43.46 58.77 47.03 35.17 48.27 27.87 4.70

Adam 72.32 58.34 19.88 8.55 57.70 44.47 29.60 45.47 22.03 2.63

RMSProp 73.82 69.38 51.34 33.17 37.80 11.30 2.80 14.77 1.93 0.03

Caltech-101(top5)

SGD 85.96 84.84 77.57 67.16 85.30 84.43 79.00 83.97 75.47 52.27

Adam 88.08 79.48 38.55 19.67 82.03 80.67 77.63 83.97 72.07 45.87

RMSProp 88.37 85.90 72.19 52.74 80.20 63.40 45.93 63.97 41.33 23.90

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255

ϵ = 2
255

ϵ = 4
255

Imagenette

SGD 89.44 84.83 67.23 50.21 70.70 44.13 21.33 47.23 14.33 0.37

Adam 89.75 71.84 29.05 17.72 65.30 31.53 11.83 39.43 6.23 0.07

RMSProp 89.77 73.25 28.28 17.16 62.30 30.27 11.27 38.40 6.20 0.03

Results on Models with Batch Normalization Enabled

When BN layers are activated in PreActResNet18, we observe that the models exhibit similar stan-

dard generalization performance, yet the robustness difference between SGD and adaptive gradient

methods remains evident. This observation is in line with the results presented in Table 4.4, where

BN layers are disabled. Notably, the accuracy of models with BN enabled is significantly lower

compared to their BN-disabled counterparts under almost all types of perturbations, particularly

under stronger perturbations. This finding aligns with the results from the previous work (Benz

et al., 2021b; Benz et al., 2021a; Wang et al., 2022a).

Results on Vision Transformers

In addition to the network designs considered in Table 4.2, we extend our work to ViT in order to

verify whether similar observations can be drawn on other neural network architectures.

It is important to note that the dataset utilized in this chapter is significantly smaller in size com-

pared to larger datasets such as ImageNet and JFT-300M. Recent research, such as the work by Zhu
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Table 4.4: Results on standard generalization and robustness of models trained with
BN enabled (%). We follow the exact optimization configuration as the ones used in generating
Table 4.3. The only modification is that BN is enabled.

Dataset Optimization Test
Gaussian perturbations ℓ2-bounded attack ℓ∞-bounded attack

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

CIFAR-10

SGD 92.24 86.91 55.23 43.29 64.84 27.86 6.96 48.64 9.14 0.04

Adam 93.38 85.67 50.41 39.11 56.5 15.96 2.63 37.7 3.8 0

RMSProp 93.57 86.97 52.09 39.86 55.93 15.16 2.23 37.7 3.76 0

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

CIFAR-100

SGD 72.24 57.99 26.08 19.23 34.36 10.2 3.63 21.3 4.8 0.2

Adam 71.36 55.85 24.55 18.23 27.56 6.66 1.73 15.26 2.9 0.23

RMSProp 70.99 56.13 24.56 18.03 23.8 5.1 1.1 13.7 2 0.1

σ2 = 0.001 σ2 = 0.003 σ2 = 0.005 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

SVHN

SGD 94.16 95.81 94.96 92.90 81.73 60.56 41.96 76.13 49.26 15.3

Adam 96.62 96.09 93.96 91.19 80.13 47.76 21.86 72.36 32.76 4.36

RMSProp 96.44 94.86 93.75 91.02 79.86 48.43 22.16 72.36 33.7 3.96

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

Caltech-101

SGD 78.61 72.69 45.38 25.87 61.23 44.03 23.03 46.80 13.13 0.83

Adam 79.58 62.21 21.08 10.35 56.76 34.46 13.06 37.3 5.66 0.23

RMSProp 75.56 69.89 45.38 23.13 58.6 44.6 20.5 42.6 11.3 0.6

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

Imagenette

SGD 89.35 76.67 46.18 28.27 73.43 42.96 17.56 48.93 14.33 0.03

Adam 91.88 67.29 24.30 14.92 67.66 24.06 3.06 31.4 6.23 0

RMSProp 91.93 67.02 23.79 15.43 68.76 26.1 4.1 33.66 6.20 0

et al. (2023), has shown that ViT tends to generalize poorly on small datasets when trained from

scratch. In particular, Zhu et al. (2023) empirically demonstrated that ViT and ResNet learn distinct

representations on small datasets while converging to similar representations on larger datasets.

Therefore, we perform fine-tuning on a pretrained ViT-B/16. Among the datasets we considered,

Imagenette is a 10-class subset of the ImageNet-1k dataset, making it especially suitable for the fine-

tuning task, since the publicly available ViT checkpoint was pretrained on ImageNet-1k. Also, it is

important to note that the pretrained models were originally trained using Adam. In our fine-tuning

process, we treat ViT as a feature extractor (i.e., no weight update on the transformer encoder),

with a focus on fine-tuning the Multi-Layer Perceptrons (MLP) head. Our approach follows prior

work (Steiner et al., 2022) and incorporates the three different optimizers, each fine-tuned for 10

epochs. We initiated the fine-tuning process with an initial learning rate of 0.01, followed by a cosine

decay learning rate schedule and a linear warmup. Throughout this process, we maintained a fixed

batch size of 512.

To evaluate the robustness of the fine-tuned models, we maintained the exact same perturbation

strengths, including the variance of Gaussian noise and ϵ for adversarial perturbations, as used in

Table 4.3. The results can be found in Table 4.5. We draw three observations.

First, all models fine-tuned with the three different optimizers achieve near 100% test accuracy, a

substantial improvement from the 89% accuracy when training from scratch using PreActResNet18.

This significant boost in standard generalization highlights the effectiveness of fine-tuning with

ViT. Second, we observe that the fine-tuned models exhibit a notable increase in robustness to

Gaussian noise. However, they are highly vulnerable to adversarial perturbations. This observation

is consistent with the results from existing literature (Zhang et al., 2019), where a trade-off is
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Table 4.5: Results on standard generalization and robustness of ViT-B/16 fined-tuned
on the Imagenette dataset (%).

Model Optimization Test
Gaussian perturbations ℓ2-bounded attack ℓ∞-bounded attack

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

ViT-b/16

SGD 99.18 99.05 96.16 91.25 6.2 0 0 1.3 0 0

Adam 99.93 99.51 94.43 88.59 5.1 0 0 0.7 0 0

RMSProp 99.92 99.54 95.38 89.91 5 0 0 0.8 0 0

Table 4.6: Results on standard generalization and robustness of models on an audio
classification task on the Speech Commands dataset (%).

Dataset Optimization Test
Gaussian perturbations ℓ2-bounded attack ℓ∞-bounded attack

σ2 = 0.001 σ2 = 0.003 σ2 = 0.005 ϵ = 0.01 ϵ = 0.05 ϵ = 0.1 ϵ = 0.0001 ϵ = 0.0005 ϵ = 0.001

Speech

Commands

SGD 85.14 55.76 39.88 33.42 70.01 20.31 9.81 75.6 36.71 13.47

Adam 85.47 54.73 38.87 31.95 60.74 17.87 8.49 71.97 29.2 10.15

RMSProp 84.67 52.37 36.59 27.94 59.57 19.04 8.88 70.50 30.95 11.01

often present between standard accuracy and adversarial robustness. Finally, we make a similar

observation on the robustness difference between models fine-tuned with the three optimizers, where

models fine-tuned with SGD exhibited greater robustness to both Gaussian noise and adversarial

perturbations when compared to models fine-tuned using Adam and RMSProp.

Results with an Audio Dataset

Besides the vision domain, we extend our work to the audio domain since audio signals offer a

frequency-based interpretation as well. We include additional results in Table 4.6, which compare

the standard generalization and robustness properties of an audio classifier trained on the Speech

Commands dataset (Warden, 2018). We focus on the PreActResNet18 architectures and all models

are trained for 200 epochs, with an initial learning rate of 0.1 and learning rate decay by a factor of

0.1 at epoch 100 and 150. We consider the accuracy of models under Gaussian- and adversarially-

perturbed test sets. Manual verification was conducted to ensure that the noisy audio phrase could

still be recognizable.

Results demonstrate that despite similar test accuracy, the models trained using SGD exhibit

greater robustness when compared to the other two optimization methods. These insights provide

valuable context to the generalizability of our initial observations, offering a more comprehensive

understanding of how optimizers perform in the context of different data modalities.

Results with Momentum-enabled SGD

Additional results with momentum-enabled SGD (SGD-m) are included in Table 4.7. We maintain

the exact same optimization configuration as that is used for generating the SGD results presented

in Table 4.3, and the only variation is an additional momentum term with a coefficient of β = 0.9.

The result shows that models optimized by both vanilla SGD and SGD-m exhibit similar trends in

terms of generalization and robustness.
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Table 4.7: Results on standard generalization and robustness of models trained by SGD
without and with momentum (%).

Dataset Optimization Test
Gaussian perturbations ℓ2-bounded attack ℓ∞-bounded attack

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

CIFAR-10
SGD 90.16 87.35 74.13 68.66 67.40 37.57 16.30 53.93 21.27 0.93

SGD-m 89.79 87.28 73.207 66.783 67.1 38.067 15.9 55.667 20.233 0.6333

σ2 = 0.001 σ2 = 0.005 σ2 = 0.007 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

CIFAR-100
SGD 59.76 56.88 46.26 41.28 28.47 12.93 5.90 18.80 5.57 1.17

SGD-m 56.08 55.03 44.97 40.03 29.2 12.4 5.7 19.7 6.5 0.8

σ2 = 0.001 σ2 = 0.003 σ2 = 0.005 ϵ = 0.1 ϵ = 0.2 ϵ = 0.3 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

SVHN
SGD 96.11 95.68 94.47 93.81 85.53 63.60 39.63 80.67 49.83 17.03

SGD-m 96.14 95.71 94.44 92.80 82.7 60.53 39.03 77.33 49.26 15.96

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

Caltech-101
SGD 70.80 68.13 57.67 43.46 58.77 47.03 35.17 48.27 27.87 4.70

SGD-m 69.89 67.77 55.77 41.34 54.86 43.36 31.06 44.16 23.9 3.133

σ2 = 0.01 σ2 = 0.05 σ2 = 0.1 ϵ = 0.5 ϵ = 1.0 ϵ = 1.5 ϵ = 1
255 ϵ = 2

255 ϵ = 4
255

Imagenette
SGD 89.44 84.83 67.23 50.21 70.70 44.13 21.33 47.23 14.33 0.37

SGD-m 88.69 85.05 68.58 51.15 75.53 49.2 24.53 56.43 17.76 0.2

4.C Filtering Irrelevant Frequencies

We demonstrate irrelevant frequencies in two settings: i) DCT basis vectors with a low magnitude

are irrelevant and ii) high-frequency DCT bases are irrelevant. In Appendix 4.E, we visualize the

original images and the modified images used in Section 4.3.1.

To understand how the modified training images are generated, we use Φnrg(x, p) with 0 < p <

100 to denote the operation that modifies the input image x by removing the DCT basis vectors

whose magnitudes are in the bottom p
100 -th percentile. We use Mnrg(x, p) to denote the binary mask

used in the process. Consider an image x ∈ Rd×d, the entire process can be formulated as

Φnrg(x, p) = C(x̃⊙Mnrg(x, p))C⊤,

where ⊙ is the element-wise product and C is the DCT transformation matrix. The binary mask

Mnrg ∈ {0, 1}d×d
is defined as

Mnrg(x, p) =

{
1 if |x̃i,j | > ϕ(x̃, p)

0 otherwise,

where ϕ(x̃, p) ∈ R computes the p
100 -th percentile in |x̃|. Therefore, DCT basis vectors with a

magnitude smaller than the threshold are first discarded in x̃, and then this filtered x̃ is converted

back to the spatial domain.

Similarly, we use Φfreq(x, p) to denote the operation that modifies the input image x by removing

the DCT basis vectors whose frequency are in the highest p
100 -th percentile. We use Mfreq(p) to

denote the binary mask used in the process. This operation can be formulated as

Φfreq(x, p) = C(x̃⊙Mfreq(p))C⊤,
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Table 4.8: Examples of the synthetic data distribution in the frequency and the spatial
domain.

Σ̃
Frequency-domain
Representation

Spatial-domain
Representation

diag
{
σ̃2
0 , 0, 0

}
(X̃0, 0, 0) (

√
1
3 X̃0,

√
1
3 X̃0,

√
1
3 X̃0)

diag
{
0, σ̃2

1 , 0
}

(0, X̃1, 0) (
√

1
2 X̃1, 0,−

√
1
2 X̃1)

diag
{
0, 0, σ̃2

2

}
(0, 0, X̃2) (

√
1
6 X̃2,−

√
2
3 X̃2,+

√
1
6 X̃2)

diag
{
0, σ̃2

1 , σ̃
2
2

}
(0, X̃1, X̃2) (

√
1
2 X̃1 +

√
1
6 X̃2,−

√
2
3 X̃2,−

√
1
2 X̃1 +

√
1
6 X̃2)

diag
{
σ̃2
0 , 0, σ̃

2
2

}
(X̃0, 0, X̃2) (

√
1
3 X̃0 +

√
1
6 X̃2,

√
1
3 X̃0 −

√
2
3 X̃2,

√
1
3 X̃0 +

√
1
6 X̃2)

diag
{
σ̃2
0 , σ̃

2
0 , 0

}
(X̃0, X̃1, 0) (

√
1
3 X̃0 +

√
1
2 X̃1,

√
1
3 X̃0,

√
1
3 X̃0 −

√
1
2 X̃1)

diag
{
σ̃2
0 , σ̃

2
1 , σ̃

2
2

}
(X̃0, X̃1, X̃2) (

√
1
3 X̃0 +

√
1
2 X̃1 +

√
1
6 X̃2,

√
1
3 X̃0 −

√
2
3 X̃2,

√
1
3 X̃0 −

√
1
2 X̃1 +

√
1
6 X̃2)

where Mfreq ∈ {0, 1}d×d
is defined as:

Mfreq(p) =

{
1 if i2 + j2 > p

100

√
2d

0 otherwise,

where i, j are frequency bases. Notice that Mfreq only depends on the size of the image, whereas

Mnrg depends on the input x since we identify the threshold value in |x̃|. Examples of the modified

images and the modification process are shown in Appendix 4.E.

4.D Linear Regression Analysis

4.D.1 Understanding the Synthetic Dataset

The goal of the linear analysis is to study the learning dynamics of different algorithms on a synthetic

dataset where we can clearly define the frequency-domain signal-target (ir)relevance. This motivates

us to directly define the distribution of the input signal in the frequency domain. In Section 4.4, we

consider X̃ follows a Gaussian distribution N (µ̃, Σ̃), and for analytical tractability, we consider µ̃ = 0

and a diagonal structure of Σ̃, i.e., Σ̃ = diag(σ̃2
0 , ..., σ̃

2
d−1). Admittedly, it is quite unconventional

to define the data distribution directly in the frequency domain, so we provide a few examples in

Table 4.8 to illustrate the structure of the input data in both representations.

Similar to the analysis in Section 4.4.2, we focus on a low dimensional setting with d = 3. The

first six rows in Table 4.8 represent the scenario when there are zero variances in Σ̃. Notice the notion

of irrelevant information in the data is different in the two representations. In the frequency domain,

an irrelevant frequency indicates that the data has a value of zero at the particular frequency. In the

spatial domain, having irrelevant frequency means that there are redundant dimensions in the spatial

representation of the data because the value of data at some dimensions can be fully predictable by

knowing the values of data at some other dimensions.



CHAPTER 4. UNDERSTANDING THE ROBUSTNESS DIFFERENCE BETWEEN OPTIMIZERS 66

Derivation of Equation 4.7

The adversarial risk under an ℓ2-norm bounded perturbation with a size of ϵ is

Ra(w̃) ≜ E(X̃,Y )

[
max

||∆x̃||2≤ϵ
ℓ(X̃ + ∆x̃, Y ; w̃)

]
= E(X̃,Y )

[
max

||∆x̃||2≤ϵ

1

2

∣∣∣f(X̃ + ∆x̃, w̃)− Y
∣∣∣2]

= EX̃

[
max

||∆x̃||2≤ϵ

1

2

∣∣∣〈 X̃ + ∆x̃ , w̃
〉
−

〈
X̃ , w̃∗

〉∣∣∣2]
= EX̃

[
max

||∆x̃||2≤ϵ

1

2

∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ⟨∆x̃ , w̃ ⟩
∣∣∣2],

where we focus on the expectation over X̃, as Y is replaced with
〈
X̃ , w̃∗

〉
.

Derivation of Equation 4.8

Given a random variable X̃, we define ∆x̃∗ to be the maximizer of the term inside the expectation

of (4.7):

∆x̃∗ ≜ arg max
||∆x̃||2≤ϵ

1

2

∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ⟨∆x̃ , w̃ ⟩
∣∣∣2 .

To maximize this term, we need the two inner product terms to have the same sign. This means

∆x̃∗ = sign
[〈

X̃ , w̃ − w̃∗
〉]

arg max
||∆x̃||2≤ϵ

|⟨∆x̃ , w̃ ⟩|2 .

For the remaining argmax term, we can first use the Cauchy-Schwarz inequality to obtain

max
||∆x̃||2≤ϵ

|⟨∆x̃ , w̃ ⟩|2 ≤ max
||∆x̃||2≤ϵ

∥∆x̃∥22 ∥w̃∥
2
2 = ϵ2 ∥w̃∥22 ,

which leads to

arg max
||∆x̃||2≤ϵ

|⟨∆x̃ , w̃ ⟩|2 = ϵ
w̃

∥w̃∥2
.

Finally, we have

∆x̃∗ = ϵ sign
[〈

X̃ , w̃ − w̃∗
〉] w̃

||w̃||2
.

Derivation of Equation 4.9

The adversarial risk is

Ra(w̃) =
1

2
EX̃

[∣∣∣〈 X̃ , w̃ − w̃∗
〉

+ ϵ sign[
〈
X̃ , w̃ − w̃∗

〉
]||w̃||2

∣∣∣2]
=

1

2
EX̃

[〈
X̃ , w̃ − w̃∗

〉2

+ 2ϵ
∣∣∣〈 X̃ , w̃ − w̃∗

〉∣∣∣ ||w̃||2 + ϵ2||w̃||22
]

=
1

2

∑
i∈Irel

σ̃2
i (w̃i − w̃∗

i )2 + ϵEX̃

[∣∣∣〈 X̃ , w̃ − w̃∗
〉∣∣∣]||w̃||2 +

ϵ2

2
||w̃||22.

To compute the expectation, we first denote Z =
∑

i∈Irel X̃i(w̃i − w̃∗
i ). Because σ̃2

i = 0 for all
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i ∈ Iirrel, this allows us to ignore those irrelevant frequencies in the summation in Z. This leads us

to

EX̃

[∣∣∣〈 X̃ , w̃ − w̃∗
〉∣∣∣] = EZ

[
|Z|

]
.

Since Z is a linear combination of zero-mean Gaussian random variable’s, this makes it also a

zero-mean Gaussian r.v, i.e., E[Z] = 0. The variance of Z is

σ2
Z = E[Z2]− E[Z]2

= E
[∑
i∈Irel

∑
j∈Irel,i̸=j

[
X̃iX̃j(w̃i − w̃∗

i )(w̃j − w̃∗
j )

]
+

∑
i∈Irel

[
X̃2

i (w̃i − w̃∗
i )2

]]

= E
[∑
i∈Irel

[
X̃2

i (w̃i − w̃∗
i )2

]]
=

∑
i∈Irel

σ̃2
i (w̃i − w̃∗

i )2,

where the expectation on the cross-multiplication term is zero because X̃i and X̃j are independent

random variable’s. This means Z ∼ N (0, σ2
Z) with σ2

Z =
∑

i∈Irel σ̃
2
i (w̃i − w̃∗

i )2. Therefore, EZ

[
|Z|

]
is the expectation of a folded normal distribution:

EZ

[
|Z|

]
= σZ

√
2

π
=

√
2

π

∑
i∈Irel

σ̃2
i (w̃i − w̃∗

i )2.

Derivation of the signGD Dynamics for Σ̃ = diag {σ̃2
0, σ̃

2
1, 0}

To understand ẽ(t + 1) with our specific choice of Σ = C⊤Σ̃C and Σ̃ = diag
{
σ̃2
0 , σ̃

2
1 , 0

}
, first notice

that the DCT transformation matrix C = C(3) follows the definition in (4.4):

C =


√

1
3

√
1
3

√
1
3√

2
3 cos π

6

√
2
3 cos π

2

√
2
3 cos 5π

6√
2
3 cos π

3

√
2
3 cosπ

√
2
3 cos 5π

3

 =


√

1
3

√
1
3

√
1
3√

1
2 0 −

√
1
2√

1
6 −

√
2
3

√
1
6

 .
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Denote
√

1
3 σ̃

2
0 ẽ0(t) and

√
1
2 σ̃

2
1 ẽ1(t) by using A(t) and B(t), respectively. Putting it all together, we

have:

ẽ(t + 1) = ẽ(t)− ηC sign[C⊤Σ̃Ce(t)]

= ẽ(t)− ηC sign[C⊤Σ̃ẽ(t)]

= ẽ(t)− η


√

1
3

√
1
3

√
1
3√

1
2 0 −

√
1
2√

1
6 −

√
2
3

√
1
6

 sign



√

1
3

√
1
3

√
1
3√

1
2 0 −

√
1
2√

1
6 −

√
2
3

√
1
6


⊤

σ̃2
0 ẽ0(t)

σ̃2
1 ẽ1(t)

0





= ẽ(t)− η


√

1
3

√
1
3

√
1
3√

1
2 0 −

√
1
2√

1
6 −

√
2
3

√
1
6




sign
[√

1
3 σ̃

2
0 ẽ0(t) +

√
1
2 σ̃

2
1 ẽ1(t)

]
sign

[√
1
3 σ̃

2
0 ẽ0(t)

]
sign

[√
1
3 σ̃

2
0 ẽ0(t)−

√
1
2 σ̃

2
1 ẽ1(t)

]


= ẽ(t)− η


√

1
3

√
1
3

√
1
3√

1
2 0 −

√
1
2√

1
6 −

√
2
3

√
1
6




sign[A(t) + B(t)]

sign[A(t)]

sign[A(t)−B(t)]



= ẽ(t)− η


√
3
3 (sign[A(t) + B(t)] + sign[A(t)] + sign[A(t)−B(t)])

√
2
2 (sign[A(t) + B(t)]− sign[A(t)−B(t)])

√
6
6 sign[A(t) + B(t)]−

√
6
3 sign[A(t)] +

√
6
6 sign[A(t)−B(t)]

 .

4.D.2 Understanding the Dynamics of signGD with Σ̃ = diag {σ̃2
0, σ̃

2
1, 0}

Previous work has shown that for strictly convex problems with a unique minimum, the signGD

solution converges to the minimum under a sequence of decaying learning rate: limt→∞ η(t) = 0

(Moulay et al., 2019). In this section, we follow Section 4.4.2 where the GD dynamics is studied under

a constant learning rate and investigate the behavior of signGD under a fixed η. Compared to the

asymptotic GD solution that converges exactly to the standard risk minimizer, we demonstrate that

the asymptotic signGD solution converges to an O(η) neighborhood of the standard risk minimizer.

For the rest of this section, we first perform a partition-based analysis to study the learning

dynamics of ẽ0 and ẽ1 in Appendix 4.D.2. Proposition 4.D.4 summarizes how the value of weight

changes in different partitions, and the weight adaptation of ẽ0 and ẽ1 is summarized in Corol-

lary 4.D.6. Based on the corollary, we analyze the dynamics of ẽ2 in Appx. 4.D.2. Lastly, we focus

on the differences between the adversarial risk of solutions found by GD and signGD in Appx. 4.D.2.

Dynamics of ẽ0 and ẽ1 under signGD

With our choice of Σ̃, (4.16) shows that weight adaptation depends on the sign of three terms:A(t),

A(t) +B(t) and A(t)−B(t). This allows us to study the learning dynamics of signGD by analyzing

the three terms in Table 4.9. There are 27 sign combinations in total; however, not all of them are

valid. For example, consider the combination with sign[A(t)] = 1, sign[A(t) + B(t)] = −1. Those
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Table 4.9: The dynamics of the error term in the frequency domain under signGD.
Dynamics of the error term in the frequency domain can be written in a tabular format and the
exact update depends on the initialized weight w̃(0) and the true model w̃∗. We use A(t) and B(t)

to denote
√
3
3 σ̃2

0 ẽ0(t) and
√
2
2 σ̃2

1 ẽ1(t), respectively. Invalid sign combinations are denoted by using
n/a.

No. sign[A(t)] sign[A(t) + B(t)] sign[A(t) − B(t)] ẽ(t + 1) |A(t)| vs. |B(t)|

1 1 1 1 ẽ(t) − η
[√

3, 0, 0
]⊤

|A(t)| > |B(t)|

2 1 1 −1 ẽ(t) − η
[√

3
3 ,

√
2,−

√
6

3

]⊤
|A(t)| < |B(t)|

3 1 1 0 ẽ(t) − η
[

2
√

3
3 ,

√
2

2 ,−
√

6
6

]⊤
|A(t)| = |B(t)|

4 1 −1 1 ẽ(t) − η
[√

3
3 ,−

√
2,−

√
6

3

]⊤
|A(t)| < |B(t)|

n/a 1 −1 −1 n/a n/a

n/a 1 −1 0 n/a n/a

5 1 0 1 ẽ(t) − η
[

2
√

3
3 ,−

√
2

2 ,−
√

6
6

]⊤
|A(t)| = |B(t)|

n/a 1 0 −1 n/a n/a

n/a 1 0 0 n/a n/a

n/a −1 1 1 n/a n/a

6 −1 1 −1 ẽ(t) − η
[
−

√
3

3 ,
√
2,

√
6

3

]⊤
|A(t)| < |B(t)|

n/a −1 1 0 n/a n/a

7 −1 −1 1 ẽ(t) − η
[
−

√
3

3 ,−
√
2,

√
6

3

]⊤
|A(t)| < |B(t)|

8 −1 −1 −1 ẽ(t) − η
[
−
√
3, 0, 0

]⊤
|A(t)| > |B(t)|

9 −1 −1 0 ẽ(t) − η
[
− 2

√
3

3 ,−
√

2
2 ,

√
6

6

]⊤
|A(t)| = |B(t)|

n/a −1 0 1 n/a n/a

10 −1 0 −1 ẽ(t) − η
[
− 2

√
3

3 ,
√

2
2 ,

√
6

6

]⊤
|A(t)| = |B(t)|

n/a −1 0 0 n/a n/a

n/a 0 1 1 n/a n/a

11 0 1 −1 ẽ(t) − η
[
0,

√
2, 0

]⊤
|A(t)| < |B(t)|

n/a 0 1 0 n/a n/a

12 0 −1 1 ẽ(t) − η
[
0,−

√
2, 0

]⊤
|A(t)| < |B(t)|

n/a 0 −1 −1 n/a n/a

n/a 0 −1 0 n/a n/a

n/a 0 0 1 n/a n/a

n/a 0 0 −1 n/a n/a

13 0 0 0 Optimal |A(t)| = |B(t)| = 0

two conditions imply that B(t) < 0 and |A(t)| < |B(t)|, and this means that sign[A(t)−B(t)] must

be positive. This makes the entry with sign[A(t)− B(t)] = −1 invalid, as shown in the fifth row in

Table 4.9. We denote those entries with invalid sign combinations as n/a.

Notice in (4.16) that the weight adaptation under signGD depends on the dynamics of A(t) and

B(t), and they are functions of ẽ0(t) and ẽ1(t) respectively, so let us first focus on understanding

the weight adaptation at the first two frequency bases.

There are 13 possible updates in Table 4.9. Notice that the non-zero updates are always in the

direction to reduce |ẽ0(t)| and |ẽ1(t)|, and the step size depends on the magnitude of |A(t)| and

|B(t)|.To simplify the analysis, let us focus on the updates on A and B instead. For example, in

updates 1 and 8, decreasing |ẽ0| by
√

3η is equivalent to decreasing |A| by σ̃2
0η.

Now take note of the limited number of update magnitudes for |A|, specifically σ̃2
0η,

2σ̃2
0η
3 , and

σ̃2
0η
3 , which correspond to updating |ẽ0| by

√
3η, 2

√
3

3 η, and
√
3
3 η, respectively. Similarly, |B| has only

two update magnitudes, namely σ̃2
1η and

σ̃2
1η
2 , which correspond to updating |ẽ1| with

√
2η and

√
2
2 η,
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respectively. This observation leads to the following proposition.

Proposition 4.D.1. Suppose the initial weight w(0) ∼ µ are sampled from probability density µ,

then neither A nor B (ẽ0 nor ẽ1) can be reduced to exactly 0 almost surely.

Proof. Due to the limited number of update magnitudes, reducing |A| and |B| to 0 requires their

initial value to be exactly some integer multiplication of those updates. However, with the initial

weight sampled from probability density µ, the probability of the initial values of A and B being

the exact integer multiple of the possible update is 0.

Next, we introduce the following lemma to understand the dynamics of A(t).

Lemma 4.D.2. Consider the update rule x(t + 1) = x(t) − sign[x(t)]∆(t), where x ∈ R, ∆(t) ∈
{∆1,∆2, . . . ,∆max} and 0 < ∆1 < ∆2 < · · · < ∆max. Then there exists t such that |x(t)| ≤ ∆max.

Moreover, whenever |x(t)| ≤ ∆max, the rest of the sequence stays ∆max-bounded, i.e., |x(t′)| ≤ ∆max

for all t′ ≥ t.

Proof. In the following, we provide a proof for the case when x(0) > 0. A proof with x(0) < 0 can

be done in a similar way. The proof can be divided into two parts.

1. Let us denote the sequence of {x(0), x(1), . . . , x(t)} by {x(t)}. First, we prove that there

exists a t such that |x(t)| ≤ ∆max.

If x(t) > ∆max, then x(t + 1) = x(t)−∆(t) ≥ x(t)−∆max > 0.

Consider {x(t)} with x(t′) > ∆max for all t′ ∈ {0, 1, . . . , t}, we have x(t′ + 1) = x(t′) −∆(t′) <

x(t′). This means that for any x(t) > ∆max, the sequence {x(t)} is decreasing.

We prove, by contradiction, that there exists a t such that |x(t)| < ∆max. Suppose that such a t

does not exist, then one of the two cases must happen.

1. x(t) > ∆max for all t.

2. ∃k such that x(0) > x(1) > · · · > x(k) > ∆max, but x(k + 1) < −∆max.

For case 1, since x(t) > ∆max, we know that {x(t)} is decreasing and bounded from below, so we

have x(t)→ x∗ ≥ ∆max as t→∞. This means that limt→∞ x(t) = limt→∞ x(t + 1) = x∗.

Using the update rule, we have

lim
t→∞

x(t + 1) = lim
t→∞

x(t)−∆(t) sign(x(t))

= lim
t→∞

x(t)−∆(t)

= x∗ −∆(t),

or x∗ = x∗ −∆(t), which is impossible because ∆(t) > 0.

For case 2, by the assumption of the case, we have x(k + 1) = x(k) −∆(k) < −∆max, which is

not possible because x(k) > ∆max.

The same approach can be applied to prove the case when x is initialized with a negative value,

i.e., x(0) < 0.

The first part of the proof shows that there exists a t such that |x(t)| ≤ ∆max.

2. Next, we show that for any t such that |x(t)| ≤ ∆max, we have |x(t + 1)| ≤ ∆max.
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When 0 ≤ x(t) ≤ ∆max, we have

x(t + 1) = x(t)−∆(t) ≥ −∆max and x(t + 1) = x(t)−∆(t) ≤ x(t) ≤ ∆max.

When −∆max ≤ x(t) ≤ 0, we have

x(t + 1) = x(t) + ∆(t) ≤ ∆max and x(t + 1) = x(t) + ∆(t) ≥ x(t) ≥ −∆max.

This means that −∆max ≤ x(t + 1) ≤ ∆max, and this results holds for any t such that |x(t)| ≤
∆max.

To combine the two parts of the proof, consider the first of such t, i.e., t = min { t : |x(t)| ≤ ∆max }.
We can prove, by mathematical induction, that |x(t′)| ≤ ∆max for all t′ ≥ t.

The following proposition describes the behavior of A(t) under signGD.

Proposition 4.D.3. There exists t such that |A(t′)| ≤ σ̃2
0η for all t′ > t.

Proof. Table 4.9 shows that there is always a non-zero update in the direction to reduce |A(t)|, so

we can define the dynamics of A(t) as

A(t + 1) = A(t)− sign[A(t)]∆(t),

where ∆(t) ∈
{

σ̃2
0η
3 ,

2σ̃2
0η
3 , σ̃2

0η
}

. Lemma 4.D.2 with ∆max = σ̃2
0η proves the proposition.

Proposition 4.D.3 implies that once |A| drops below σ̃2
0η, it remains below σ̃2

0η for all future

iterations. Combining Proposition 4.D.3 with the update directions of A in Table 4.9, we know

that A will begin oscillating around zero. However, there are some limitations of Proposition 4.D.3.

First, we do not know when exactly the oscillation starts: whether it starts immediately following

the first iteration when |A| ≤ σ̃2
0η or from some iterations after it. Second, the characteristics of

this oscillation (periodic or non-periodic) are unknown. Answers to these questions can improve

our understanding of the behavior of A, and later become particularly useful in developing the

asymptotic signGD solution of ẽ2, which is important because it leads to the adversarial risk of the

signGD solution.

Because the update for B(t) can be zero when |A(t)| > |B(t)|, Lemma 4.D.2 is not suitable

to understand the dynamics of B, as the lemma requires that all step sizes be greater than zero.

Nevertheless, Proposition 4.D.3 allows us to narrow down the range of A and we can partition the

set of all possible values of A and B. By analyzing the dynamics of A and B in those partitions, we

can develop the standard and adversarial population risk of the asymptotic signGD solution under

a constant learning rate η.

Let us first divide the set of values of (A,B) into partitions based on the value of |A|, and then

divide those partitions into smaller subpartitions based on the relative magnitude of |A| and |B|.
Such a partitioning process is illustrated in Figure 4.8.

• R1 =
{

(A,B) :
2σ̃2

0η
3 < |A| < σ̃2

0η and B ∈ (−∞,∞)
}

,

– R11 = { (A,B) : (A,B) ∈ R1 and |A| < |B| },

– R12 = { (A,B) : (A,B) ∈ R1 and |A| > |B| },
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Figure 4.8: Analyzing the dynamics of A and B by partitioning the set of values of (A,B)
in [−σ̃2

0η, σ̃
2
0η] × R. Such a set is first divided into partitions R1, R2 and R3 based on the value

of |A|. Then, we consider Rs = {R22, R31, R32, R33, R34} as the stationary subpartitions, because
once (A(t), B(t)) ∈ Rs, the sequence remains in the stationary subpartitions. Also, we consider
Rt = {R11, R12, R21, R23} as the transient subpartitions, because any (A(t), B(t)) ∈ Rt will soon
enter one of the stationary subpartitions, that is, there exists t′ ≥ t such that (A(t′), B(t′)) ∈ Rs.
We consider σ̃2

0 = σ̃2
1 = 1 and η = 1 in this figure.

• R2 =
{

(A,B) :
σ̃2
0η
3 < |A| < 2σ̃2

0η
3 and B ∈ (−∞,∞)

}
,

– R21 = { (A,B) : (A,B) ∈ R2 and |A| < |B| },

– R22 =
{

(A,B) : (A,B) ∈ R2 and |A| > |B| and
∣∣A + σ̃2

0η
∣∣ > |B| and

∣∣A− σ̃2
0η

∣∣ > |B|},

– R23 =
{

(A,B) : (A,B) ∈ R2 and |A| > |B| and
(∣∣A + σ̃2

0η
∣∣ < |B| or

∣∣A− σ̃2
0η

∣∣ < |B|) },

• R3 =
{

(A,B) : |A| < σ̃2
0η
3 and B ∈ (−∞,∞)

}
,

– R31 = { (A,B) : (A,B) ∈ R3 and |A| > |B| },

– R32 =
{

(A,B) :
⋃

k∈Zeven−{0}
{

(A,B) ∈ R3 and |A| >
∣∣B + kσ̃2

1η
∣∣}}

,

– R33 =
{

(A,B) :
⋃

k∈Zodd

{
(A,B) ∈ R3 and |A|+

∣∣B + kσ̃2
1η

∣∣ < σ̃2
0η
3

}}
,

– R34 = R3 − (R31 ∪R32 ∪R33),

where Zodd and Zeven are the set of odd and even integers, respectively.

There are nine non-overlapping subpartitions. We call R22, R31, R32, R33 and R34 the stationary

subpartitions and denote Rs = {R22, R31, R32, R33, R34}. They are called stationary subpartitions

because once (A(t), B(t)) ∈ Rs, the sequence remains in the stationary subpartition. On the other

hand, we call R11, R12, R21, R23 the transient subpartitions and denote Rt = {R11, R12, R21, R23}.
They are called the transient subpartitions because any (A(t), B(t)) ∈ Rt will soon enter one of the

stationary subpartitions, that is, there exists t′ ≥ t such that (A(t′), B(t′)) ∈ Rt. The dynamics of

A and B can be summarized in the following proposition.

Proposition 4.D.4.

Transient subpartitions: For each of R ∈ Rt, consider t such that (A(t), B(t)) ∈ R, then there
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exists t′ > t such that (A(t′), B(t′)) ∈ Rs. The transition of (A(t), B(t)) from Rt to Rs happens at

most 3 iterations after t; specifically, it corresponds to the scenario of (A(t), B(t)) ∈ R11, (A(t +

1), B(t + 1)) ∈ R23, (A(t + 2), B(t + 2)) ∈ R21, and finally (A(t + 3), B(t + 3)) ∈ R3.

Stationary subpartitions: For each of R ∈ Rs, consider t such that (A(t), B(t)) ∈ R. For any

t′ ≥ t, |A(t′)| ≤ 2σ̃2
0η
3 and A(t′) shows 2-periodic behavior switching between positive and negative

signs, that is, for any i ∈ Z≥0, we have A(t + 2i) = A(t) and sign(A(t + 2i)) = sign(A(t)) =

− sign(A(t + 2i + 1)). To be more specific about each stationary subpartition, we have

1. For each of R ∈ {R22, R31}, consider t such that (A(t), B(t)) ∈ R. For any t′ ≥ t, |B(t′)| ≤ σ̃2
1η

and B(t′) remains constant, that is, B(t′) = B(t).

2. For each of R ∈ {R32, R33}, consider t such that (A(t), B(t)) ∈ R.

(a) There exists t̄ > t such that (A(t̄), B(t̄)) ∈ R31. Denote the smallest t̄ as t̄∗.

(b) For any t̄∗ > t′ ≥ t, we have |B(t′ + 1)| = |B(t′)| − sign[B(t′)].

(c) For any t′ ≥ t̄∗, |B(t′)| ≤ σ̃2
1η and B(t′) remains constant, that is, B(t′) = B(t).

3. Consider t such that (A(t), B(t)) ∈ R34.

(a) For any t′ ≥ t, (A(t′), B(t′)) remains in R34.

(b) There exists t̄ > t such that for any t̄ > t′ ≥ t, the sign of B(t′) remains constant.

(c) For any t′ ≥ t̄, |B(t′)| ≤ σ̃2
1η and B(t′) shows 2-periodic behavior switching between

positive and negative signs, that is, for any i ∈ Z≥0, we have B(t̄ + 2i) = B(t̄) and

sign(B(t̄ + 2i)) = sign(B(t̄)) = − sign(B(t̄ + 2i + 1)).

Proof. From Proposition 4.D.3, we know that from an arbitrary (A(0), B(0)), |A| will drop below σ̃2
0η

under the signGD update, which means that (A,B) must enter one of the subpartitions. This allows

us to continue analyzing the behavior of (A(t), B(t)) by assuming it enters one of the subpartitions

at iteration t.

Analysis of R11: For any (A(t), B(t)) in R11, we know that A(t + 1) = A(t) − sign[A(t)]
σ̃2
0η
3 .

This means that
σ̃2
0η
3 < |A(t + 1)| < 2σ̃2

0η
3 , so (A(t + 1), B(t + 1)) is in R2 and we can study its

dynamics using R2.

Analysis of R12: For any (A(t), B(t)) in R12, we know that A(t + 1) = A(t) − sign[A(t)]σ̃2
0η.

This means that |A(t + 1)| < σ̃2
0η
3 . Therefore, (A(t + 1), B(t + 1)) is in R3 and we can analyze its

dynamics using R3.

Analysis of R21: For any (A(t), B(t)) in R21, we know that A(t + 1) = A(t) − sign[A(t)]
σ̃2
0η
3 .

This means that |A(t + 1)| < σ̃2
0η
3 . Therefore, (A(t + 1), B(t + 1)) is in R3 and we can analyze its

dynamics using R3.

Dynamics of (A,B) in R22 and R23: For any (A(t), B(t)) in R22 and R23, we have A(t+ 1) =

A(t)− sign[A(t)]σ̃2
0η and B(t + 1) = B(t), so we know that

σ̃2
0η
3 < |A(t + 1)| < 2σ̃2

0η
3 .

Analysis of R22: For any (A(t), B(t)) in R22, we have |A(t + 1)| > |B(t + 1)|. This means

that (A(t + 1), B(t + 1)) remains in R22, and we have A(t + 2) = A(t + 1) − sign[A(t + 1)]σ̃2
0η and

B(t + 2) = B(t + 1), which means that (A(t + 2), B(t + 2)) returns to the starting position at

(A(t), B(t)). In fact, for any t′ ≥ t, A(t′) shows 2-periodic behavior switching between positive

and negative signs and B(t′) remains constant, that is, for any i ∈ Z≥0, we have A(t + 2i) = A(t),

sign(A(t + 2i)) = sign(A(t)) = − sign(A(t + 2i + 1)), and B(t + 2i + 1) = B(t + 2i) = B(t).
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Analysis of R23: For any (A(t), B(t)) in R23, by the definition of subpartition, we have that

|A(t + 1)| < |B(t + 1)|, so (A(t + 1), B(t + 1)) is in R21. This means that (A(t + 2), B(t + 2)) is in

R3 and we can analyze its dynamics using partition R3.

Analysis of R31: For any (A(t), B(t)) in R31, we know that A(t+1) = A(t)− sign[A(t)]σ̃2
0η and

B(t + 1) = B(t). This means that
2σ̃2

0η
3 < |A(t + 1)| < σ̃2

0η. Since |A(t + 1)| > |B(t + 1)| = |B(t)|,
we have that B(t+2) = B(t+1) and A(t+2) = A(t+1)−sign[A(t+1)]σ̃2

0η, which means that (A(t+

2), B(t + 2)) returns to the starting position at (A(t), B(t)). Therefore, for any t′ ≥ t, A(t′) shows

2-periodic behavior switching between positive and negative signs and B(t′) remains constant, that

is, for any i ∈ Z≥0, we have A(t + 2i) = A(t), sign(A(t + 2i)) = sign(A(t)) = − sign(A(t + 2i + 1)),

and B(t + 2i + 1) = B(t + 2i) = B(t).

Dynamics of A in R32, R33 and R34: The behavior of A in R32, R33 and R34 is the same.

For any (A(t), B(t)) in {R32, R33, R34}, we know that

A(t + 1) = A(t)− sign[A(t)]
σ̃2
0η

3
and B(t + 1) = B(t)− sign[B(t)]σ̃2

1η. (4.21)

This means that |A(t + 1)| < σ̃2
0η
3 , so (A(t+ 1), B(t+ 1)) remains in R3. For any t′ ≥ t, A(t′) shows

2-periodic behavior switching between positive and negative signs, that is, for any i ∈ Z≥0, we have

A(t + 2i) = A(t) and sign(A(t + 2i)) = sign(A(t)) = − sign(A(t + 2i + 1)).

The behavior of B is different across the three subpartitions, so we analyze them separately.

Analysis of R32: Because all subpartitions are non-overlapping, for any (A(t), B(t)) in R32,

there exists a unique k ∈ Zeven−{0} such that A(t) and B(t) satisfies |A(t)| >
∣∣B(t) + kσ̃2

1η
∣∣. Next,

we show that starting from any (A(t), B(t)) in R32, after |k| iterations of signGD update, we have

|A(t + |k|)| > |B(t + |k|)|, which means that (A(t + |k|), B(t + |k|)) is in R31.

This can be proved by showing that |A(t + |k|)| = |A(t)| and |B(t + |k|)| =
∣∣B(t) + kσ̃2

1η
∣∣. For

any t′ ≥ t, A(t′) shows 2-periodic behavior, and because k is an even number, we have |A(t + |k|)| =
|A(t)|.

Since
∣∣B(t) + kσ̃2

1η
∣∣ > 0 and B(t+1) = B(t)−sign[B(t)]σ̃2

1η, we know that the sign of B remains

the same for the next |k| − 1 updates. This means that

B(t + |k|) = B(t)−
|k|−1∑
i=0

sign[B(t + i)]σ̃2
1η = B(t)− |k| sign[B(t)]σ̃2

1η.

By the definition of the subpartition, we have
σ̃2
0η
3 >

∣∣B(t) + kσ̃2
1η

∣∣; and this is true if and only if

B(t) and k have opposite signs because k is a non-zero even integer. Therefore, we have

|B(t + |k|)| =
∣∣B(t)− |k| sign[B(t)]σ̃2

1η
∣∣

=
∣∣B(t)− |k| (− sign[k])σ̃2

1η
∣∣

=
∣∣B(t) + |k| sign[k]σ̃2

1η
∣∣

=
∣∣B(t) + kσ̃2

1η
∣∣ .

Analysis of R33: Similarly, for any (A(t), B(t)) in R33, there exists a unique k ∈ Zodd such



CHAPTER 4. UNDERSTANDING THE ROBUSTNESS DIFFERENCE BETWEEN OPTIMIZERS 75

that A(t) and B(t) satisfies |A(t)| +
∣∣B(t) + kσ̃2

1η
∣∣ < σ̃2

0η
3 . Again, we show that starting from any

(A(t), B(t)) in R33, after |k| iterations of signGD update, (A(t+ |k|), B(t+ |k|)) is in R31. This can

be proved by showing that
σ̃2
0η
3 − |A(t)| ≤ |A(t + |k|)| and

∣∣B(t) + kσ̃2
1η

∣∣ = |B(t + |k|)|.
First, by using the same analysis of

∣∣B(t) + kσ̃2
1η

∣∣ in R32, we have
∣∣B(t) + kσ̃2

1η
∣∣ = |B(t + |k|)|.

Next, the behavior of A(t) follows (4.21), which means that for any t′ ≥ t, A(t′) shows 2-periodic

behavior, and because k is an odd number, we have |A(t + |k|)−A(t)| = |A(t + 1)−A(t)| = σ̃2
0η
3 .

Also, we have |A(t + |k|)−A(t)| ≤ |A(t + |k|)| + |A(t)|, which means that
σ̃2
0η
3 ≤ |A(t + |k|)| +

|A(t)|, or
σ̃2
0η
3 − |A(t)| ≤ |A(t + |k|)|. Combining with the definition of the subpartition, we have

|B(t) + |k|| < σ̃2
0η

3
− |A(t)| ≤ |A(t + |k|)| .

Therefore, starting from any (A(t), B(t)) in R33, after |k| iterations of signGD updates, we have

|A(t + |k|)| > |B(t + |k|)|, which together with the fact that |A(t + |k|)| < σ̃2
0η
3 as shown before,

implies that (A(t + |k|), B(t + |k|)) is in R31.

Analysis of R34: Finally, we prove, by contradiction, that for any (A(t), B(t)) in R34, there is

no t′ > t such that (A(t′), B(t′)) in R31. Suppose that (A(t′), B(t′)) enters R31, then k ≜ t′− t must

be either an odd number or an even number. By the definition of the subpartition, if k is a non-zero

even number, it means that (A(t), B(t)) must be in R32; whereas if k is an odd number, it means

that (A(t), B(t)) must be in R33. Neither is possible since all subpartitions are non-overlapping, so

for any (A(t), B(t)) in R34, (A(t′), B(t′)) remains in R34 for all t′ ≥ t. This means that there will

always be a non-zero update on B, and this allows us to apply Lemma 4.D.2. For any (A(t), B(t))

in R34, there exists t such that |B(t′)| ≤ σ̃2
1η for all t′ ≥ t.

Combining Proposition 4.D.1 and the dynamics of (A,B) in the stationary subpartitions de-

scribed in Proposition 4.D.4, we have the following remark.

Remark 4.D.5. The asymptotic solution of A oscillates in [− 2σ̃2
0η
3 ,

2σ̃2
0η
3 ], which is a tighter bound

compared to the one in Proposition 4.D.3. The asymptotic solution of B either remains con-

stant in [−σ̃2
1η, σ̃

2
1η] (1 and 2c in Proposition 4.D.4) or oscillates in [−σ̃2

1η, σ̃
2
1η] (3c in Proposi-

tion 4.D.4). Since A(t) and B(t) denote
√
3
3 σ̃2

0 ẽ0(t) and
√
2
2 σ̃2

1 ẽ1(t), respectively, this means that

lim supt→∞ |ẽ0(t)| = 2
√
3

3 η, and lim supt→∞ |ẽ1(t)| =
√

2η,

From the dynamics of (A,B) in the transient subpartitions described in Proposition 4.D.4, we

have the following corollary.

Corollary 4.D.6. Suppose that ẽ0 enters [−
√

3η,
√

3η] at iteration t, then A starts exhibiting a

2-periodic oscillation at most 3 iterations after t. This means that the maximum difference between

the number of positive and negative A’s after iteration t is 2:∣∣∣∣∣
∞∑

i=t+1

I {sign[A(i)] = 1} − I {sign[A(i)] = −1}

∣∣∣∣∣ ≤ 2.

Dynamics of ẽ2 under signGD

We are now ready to analyze the dynamics of ẽ2 through the behavior of ẽ0 and ẽ1. Particularly,

we demonstrate that the final value of |ẽ2| is affected by the magnitude of |ẽ0(0)| and |ẽ1(0)|. First,
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notice that the update direction along ẽ2 follows the opposite of the sign of ẽ0, and at every iteration

when |A(t)| ≤ |B(t)|, there is a non-zero weight adaptation for ẽ2. Once the oscillation begins for ẽ0,

the dynamics of ẽ0 and ẽ2 become similar. Consider T as the first iteration when |ẽ0| drops below√
3η. We then have

lim sup
t→∞

|ẽ2(t)| =

∣∣∣∣∣ẽ2(T ) + η

∞∑
t=T+1

{
I {|A(t)| < |B(t)|} −

√
6

3
+ I {|A(t)| = |B(t)|} −

√
6

6

}
sign[ẽ0(t)]

∣∣∣∣∣
≤ |ẽ2(T )|+

√
6

3
η

∣∣∣∣∣
∞∑

t=T+1

sign[ẽ0(t)]

∣∣∣∣∣
≤ |ẽ2(T )|+ 2

√
6

3
η, (4.22)

where we use Corollary 4.D.6 to upper bound the absolute value of the summation of the sign of

ẽ0 after the T -th iteration in the last inequality. This means that after T iterations, ẽ2 stays in

an O(η) neighborhood of ẽ2(T ); in other words, w̃2 stays in an O(η) neighborhood of w̃2(T ). Also,

notice that (4.22) does not include I {|A(t)| > |B(t)|} since ẽ2 is updated only when |A(t)| ≤ |B(t)|,
as shown in Table 4.9.

Define ∆w̃2 as the sum of all the updates in w̃2 up to the T -th iteration:

∆w̃2 ≜ η

T−1∑
t=0

{
I {|A(t)| < |B(t)|} −

√
6

3
+ I {|A(t)| = |B(t)|} −

√
6

6

}
sign[ẽ0(t)],

which leads to

lim sup
t→∞

|w̃2(t)| = |w̃2(T ) + O(η)| = |w̃2(0) + ∆w̃2 + O(η)| , (4.23)

where w̃2(0) is the weight at initialization.

Putting (4.23) together with Remark 4.D.5, the asymptotic solution found by signGD is

w̃signGD =
[
w̃∗

0 , w̃
∗
1 , w̃2(0) + ∆w̃2

]⊤
+ O(η).

From the perspective of training under the standard risk, the signGD solution is close to the

optimum. Specifically, its standard risk is

Rs(w̃
signGD) = E

[
ℓ(X̃, Y ; w̃signGD)

]
=

1

2
E
[〈

X̃ , w̃signGD − w̃∗
〉2

]
=

1

2

(
E
[
X̃2

0

]
(w̃signGD

0 − w̃∗
0)2 + E

[
X̃2

1

]
(w̃signGD

1 − w̃∗
1)2

)
(4.24)

=
1

2

(
σ̃2
0O(η2) + σ̃2

1O(η2)
)

= O((σ̃2
0 + σ̃2

1)η2),

where E
[
X̃0X̃1

]
= 0 in (4.24) due to the diagonality of Σ̃. Note that the standard risk of the GD

solution is exactly zero; and by choosing a small learning rate η, the standard risk of the signGD

solution can be close to zero as well. However, their adversarial risks are very different. Specifically,
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the adversarial risk of the asymptotic signGD solution is

Ra(w̃signGD) =
ϵ2

2
||w̃signGD||22 =

ϵ2

2

{
w̃∗2

0 + w̃∗2
1 + (w̃2(0) + ∆w̃2)2 + O(η2)

}
.

Consider a sufficiently small learning rate: η ≪ min{w̃∗
0 , w̃

∗
1 , w̃2(0) + ∆w̃2}. This means that

the contribution from O(η2) in Ra(w̃signGD) is negligible. Then the adversarial risk of the signGD

solution becomes

Ra(w̃signGD) =
ϵ2

2

{
w̃∗2

0 + w̃∗2
1 + (w̃2(0) + ∆w̃2)2

}
. (4.25)

We can compare it with the adversarial risk of the asymptotic solution found by GD under the

same setup:

Ra(w̃GD) =
ϵ2

2

{
w̃∗2

0 + w̃∗2
1 + w̃2

2(0)
}
. (4.26)

The main difference between the two adversarial risks in (4.25) and (4.26) is the difference in

weights learned at the irrelevant frequency. Since their use of irrelevant frequency in the data is

under-constrained, neither algorithm can reduce w̃2 to zero, thereby neither solution is the most

robust standard risk minimizer. The GD solution is sensitive to weight initialization. To understand

the ∆w̃2 term in the signGD solution, first recall that T denotes the first iteration when |ẽ0| drops

below
√

3η (or |A| drops below σ̃2
0η), and from Corollary 4.D.6 we know that w̃0 starts oscillation at

most 3 iterations after T . Recall in (4.23) that O(η) has been utilized to account for the maximum

sign variations, this means that we can consider oscillations which begin immediately after the T -th

update. Suppose that η is small so the sign of ẽ0 would not change before the oscillation starts, then

we have

|∆w̃2| =

∣∣∣∣∣η
T−1∑
t=0

{
I {|A(t)| < |B(t)|} −

√
6

3
+ I {|A(t)| = |B(t)|} −

√
6

6

}
sign[ẽ0(t)]

∣∣∣∣∣
=

∣∣∣∣∣η
T−1∑
t=0

{
I {|A(t)| < |B(t)|} −

√
6

3
+ I {|A(t)| = |B(t)|} −

√
6

6

}∣∣∣∣∣ ,
which leads to

|∆w̃2| = Cη

T−1∑
t=0

I {|A(t)| ≤ |B(t)|} , (4.27)

where C denotes some value between
√
6
6 and

√
6
3 , which correspond to always using the smaller and

the larger updates, respectively.

Dynamics of |∆w̃2| under signGD

There are two factors that can affect the magnitude of
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} in (4.27): 1) the

relative magnitudes between σ̃2
0 and σ̃2

1 , and 2) the initial values of |ẽ0| and |ẽ1|, or equivalently,

the initial values of |A| and |B|. To analyze this, we divide the set of values of (|A(t)| , |B(t)|) into

several partitions: the set of [0, σ̃2
0η]×R and R× [0, σ̃2

0η] is partitioned into P1 and P2, and the set of

[σ̃2
0η,∞)× [σ̃2

0η,∞) is partitioned differently based on the value of
σ̃2
1

σ̃2
0
. Consider a line that travels

through the point of (σ̃2
0η, σ̃

2
0η) and has a slope of 3

σ̃2
1

σ̃2
0
. The ratio between σ̃2

0 and σ̃2
1 is particularly
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Figure 4.9: Analyzing the value of
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} in (4.27) by partitioning the set
of values of (|A(t)| , |B(t)|), and the relative magnitude between σ̃2

0 and σ̃2
1 determines

the partitions on which the analysis is based. Specifically, the analysis is based on partitions

P1, P2, P3 and P4, when
σ̃2
1

σ̃2
0
> 1

3 (left), and on P1, P2, P5 and P6, when
σ̃2
1

σ̃2
0
< 1

3 (right). The

three smaller subpartitions are subsets of the main partition, i.e., P31 ⊂ P3 and P41, P42 ⊂ P4, and
they are used in the analysis of P4. The value of

∑T−1
t=0 I {|A(t)| ≤ |B(t)|} when (|A(0)| , |B(0)|) is

initialized in each partition is summarized in Proposition 4.D.7. The two plots are created with
σ̃2
0 = σ̃2

1 (left) and σ̃2
0 = 9σ̃2

1 (right), respectively. Note that those values are chosen for illustration
purposes and do not affect the generality of the result. In both plots, the red dashed line corresponds

to |B(t)| = 3
σ̃2
1

σ̃2
0
|A(t)| − (3σ̃2

1 − σ̃2
0)η for |A(t)| ∈ (σ̃2

0η,∞), and the yellow dashed line corresponds

to |B(t)| = |A(t)|. The pink dashed line is parallel to the red dashed line with a horizontal gap of
σ̃2
0η.

useful in analyzing |∆w̃2| because understanding the position of (|A(0)| , |B(0|) relative to such a

line can lead to the value of |B(T − 1)|, that is, the value of |B| before the oscillation of |A| begins.

Since |B| is updated only when |A| ≤ |B|, we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} = |B(0)|−|B(T−1)|
σ̃2
1η

. The

definitions of partitions are

• P1 =
{

(A,B) : |A| < σ̃2
0η

}
,

• P2 =
{

(A,B) : |A| > σ̃2
0η and |B| < σ̃2

0η
}

,

• When
σ̃2
1

σ̃2
0
> 1

3 ,

– P3 =
{

(A,B) : σ̃2
0η < |A| < σ̃2

0

3σ̃2
1
(|B|+ (3σ̃2

1 − σ̃2
0)η)

}
,

∗ P31 =
{

(A,B) : (A,B) ∈ P3 and |A|+ σ̃2
0η > |B|

}
,

– P4 =
{

(A,B) : σ̃2
0η < |B| < 3σ̃2

1

σ̃2
0
|A| − (3σ̃2

1 − σ̃2
0)η

}
,

∗ P41 =
{

(A,B) : (A,B) ∈ P4 and |B| < |A| < 2σ̃2
0η

}
,

∗ P42 =

{
(A,B) : (A,B) ∈ P4 and |A| > |B| and 2σ̃2

0η < |A| < |B|+(3σ̃2
1−σ̃2

0)η

3
σ̃2
1

σ̃2
0

+ σ̃2
0η

}
,

• When
σ̃2
1

σ̃2
0
< 1

3 ,

– P5 =
{

(A,B) : σ̃2
0η < |A| < |B|

}
,

– P6 =
{

(A,B) : σ̃2
0η < |B| < |A|

}
.
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An illustration of partitions is provided in Figure 4.9, where the two plots demonstrate the two

different ways of dividing the set of [σ̃2
0η,∞) × [σ̃2

0η,∞) based on the value of
σ̃2
1

σ̃2
0
. The connection

between the values of (|A(0)| , |B(0)|) and the size of
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} is summarized in the

next proposition.

Proposition 4.D.7. Denote T as the iteration when |ẽ0| drops below
√

3η. The value of
∑T−1

t=0 I {|A(t)| ≤ |B(t)|}
depends on the relative magnitude between σ̃2

0 and σ̃2
1, and the initial values of |A| and |B|. Specifi-

cally, we have

T−1∑
t=0

I {|A(t)| ≤ |B(t)|} =



0 if (|A(0)| , |B(0)|) ∈ (P1

⋃
P2)

T if
σ̃2
1

σ̃2
0
> 1

3 and (|A(0)| , |B(0)|) ∈ P3

|B(0)|
σ̃2
1η

+ [
−2σ̃2

0

σ̃2
1

,
−σ̃2

0

σ̃2
1

] if
σ̃2
1

σ̃2
0
> 1

3 and (|A(0)| , |B(0)|) ∈ P4

T if
σ̃2
1

σ̃2
0
< 1

3 and (|A(0)| , |B(0)|) ∈ P5

|B(0)|−σ̃2
0η

1
3 σ̃

2
0η

if
σ̃2
1

σ̃2
0
< 1

3 and (|A(0)| , |B(0)|) ∈ P6.

Proof.

We divide the analysis into two main parts: when
σ̃2
1

σ̃2
0
> 1

3 and
σ̃2
1

σ̃2
0
< 1

3 , corresponding to the left and

right figures in Figure 4.9. For each case, we analyze the behavior of (A,B) within the partition.

Analysis of P1: For any (|A(0)| , |B(0)|) in P1, since |A(0)| is already below σ̃2
0η, we have T = 1

because A remains in P1. This means that
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} = 0.

Analysis of P2: For any (|A(0)| , |B(0)|) in P2, |A| decreases until it drops below σ̃2
0η, while |B|

remains the same. This means that |A| remains smaller than |B|, so we have I {|A(t)| ≤ |B(t)|} = 0

for all t ∈ {0, . . . , T − 1}. Therefore, we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} = 0.

Next, the partitions of the set of [σ̃2
0η,∞]× [σ̃2

0η,∞] are defined differently based on the values

of
σ̃2
1

σ̃2
0

compared to 1
3 . This is because when

σ̃2
1

σ̃2
0
> 1

3 , it is possible for any (|A(t)| , |B(t)|) satisfying

|A(t)| < |B(t)|, there exists t′ > t such that |A(t′)| > |B(t′)|. In other words, (|A| , |B|) can oscillate

above and below the line defined by |A| = |B|, and this makes analyzing (4.27) difficult. However,

when
σ̃2
1

σ̃2
0
< 1

3 , any (|A(t)| , |B(t)|) that satisfies |A(t)| < |B(t)| will stay above the line defined by

|A| = |B|, and this means that |A| will always get updated by
σ̃2
0η
3 and |B| will always get updated by

σ̃2
1η. Because of this different behavior, we analyze these two cases separately by defining different

partitions. This corresponds to the left and right figures in Figure 4.9. When
σ̃2
1

σ̃2
0
> 1

3 , the set of

[σ̃2
0η,∞]× [σ̃2

0η,∞] is partitioned into P3 and P4.

Analysis of P3: By definition, any (|A(t)| , |B(t)|) in P3 satisfies 3
σ̃2
1

σ̃2
0
|A(t)| < |B(t)|+ (3σ̃2

1 − σ̃2
0)η.

Starting from any (|A(0)| , |B(0)|) in P3, the values of |A| and |B| decrease at a rate of 1
3 σ̃

2
0η and σ̃2

1η,

respectively, and this means that two sides of the inequality decrease at the same rate. Hence, the

sequence (|A(t)| , |B(t)|) remains in P3 for all 0 ≤ t < T −1. This means that I {|A(t)| ≤ |B(t)|} = 1

for all t ∈ {0, . . . , T − 1}. Therefore, we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} = T .

Analysis of P4: Since (|A(T − 1)| , |B(T − 1)|) must be in P1, we can understand the value of∑T−1
t=0 I {|A(t)| ≤ |B(t)|} by considering how any (|A(0)| , |B(0)|) in P4 is transitioned to (|A(T − 1)| , |B(T − 1)|)

in P1. Also, starting from any (|A(t)| , |B(t)|) in P4, we know that |A(t)| − |A(t + 1)| > 0 and

|B(t)|− |B(t + 1)| ≥ 0; hence, the transition from P4 to P1 must be described in one of the following

scenarios.
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Transition to P2 then to P1: In this case, the value of |B| must first drop below σ̃2
0η. Since

|B| decreases only when |A| ≤ |B|, this means that, regardless of the initial value of |A|, the same

number of updates is required to reduce |B(0)| to σ̃2
0η, which is

|B(0)|−σ̃2
0η

σ̃2
1η

, and in each update, the

condition I {|A(t)| ≤ |B(t)|} is satisfied.

Transition to P1 directly: For any (|A(t)| , |B(t)|) in P4 that satisfies |B(t)| > |A(t)| (above the

yellow dashed line in Figure 4.9), since the values of |A| and |B| decrease at a rate of 1
3 σ̃

2
0η and

σ̃2
1η, respectively, (|A(t + 1)| , |B(t + 1)|) cannot cross the red dashed line which has a slope of 3

σ̃2
1

σ̃2
0
.

Now let us consider any (|A(t)| , |B(t)|) in P4 that satisfies |B(t)| < |A(t)| (below the yellow dashed

line). In this case, |A| decreases by σ̃2
0η, and the only scenario where (|A(T − 1)| , |B(T − 1)|) ends

up in P1 is when σ̃2
0η < |A(T − 2)| < 2σ̃2

0η. That is, (|A(T − 2)| , |B(T − 2)|) is in P42. When this

happens, we have σ̃2
0η < |B(T − 2)| < 2σ̃2

0η; and because there is no update in |B(T − 2)|, we have

σ̃2
0η < |B(T − 1)| < 2σ̃2

0η. Therefore, we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} ∈ [
|B(0)|−2σ̃2

0η

σ̃2
1η

,
|B(0)|−σ̃2

0η

σ̃2
1η

].

Transition to P3 then to P1: Let us first consider the transition from P4 to P3. Consider

t′ such that (|A(t)| , |B(t)|) is in P4 for 0 ≤ t < t′ and (|A(t′)| , |B(t′)|) is in P3. Following

the above analysis (direct transition to P1), we know that (|A(t′ − 1)| , |B(t′ − 1)|) must satisfy

|A(t′ − 1)| > |B(t′ − 1)|, where t′ − 1 is the iteration before transitioning to P3. Also, we know that

|A(t′ − 1)| > 2σ̃2
0η otherwise (|A(t′)| , |B(t′)|) would be in P1. The last condition for such a transition

to happen is that the horizontal distance from |B(t′ − 1)| to the line of |B| = 3
σ̃2
1

σ̃2
0
|A| − (3σ̃2

1 − σ̃2
0)η

(the red dashed line) must be smaller than σ̃2
0η. That is, (|A(t′ − 1)| , |B(t′ − 1)|) is in P41, and

(|A(t′)| , |B(t′)|) is in P31. After the transition to P3, the values of |A| and |B| decrease at a

rate of 1
3 σ̃

2
0η and σ̃2

1η, respectively, and |B(T − 1)| has a range of [σ̃0η, 2σ̃0η]. Therefore, we have∑T−1
t=0 I {|A(t)| ≤ |B(t)|} ∈ [

|B(0)|−2σ̃2
0η

σ̃2
1η

,
|B(0)|−σ̃2

0η

σ̃2
1η

].

When
σ̃2
1

σ̃2
0
< 1

3 , the set of [σ̃2
0η,∞)× [σ̃2

0η,∞) is partitioned into P5 and P6, as shown in the right

figure of Figure 4.9.

Analysis of P5: Starting from any (|A(0)| , |B(0)|) in P5, the values of |A| and |B| decrease at a

rate of 1
3 σ̃

2
0η and σ̃2

1η, respectively. However, since
σ̃2
1

σ̃2
0
< 1

3 , there will not be any 0 ≤ t ≤ T − 1

where |A(t)| > |B(t)|. This means that I {|A(t)| ≤ |B(t)|} = 1 for all t ∈ {0, . . . , T − 1}. Therefore,

we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} = T .

Analysis of P6: Starting from any (|A(0)| , |B(0)|) in P6, the values of |A| decreases until it

becomes smaller than |B(0)|. Suppose that this happens at iteration t′, that is, |A(t′)| < |B(0)|.
Starting from (|A(t′)| , |B(t′)|) in P5, |A| starts to decrease by

σ̃2
0η
3 and |B| starts to decrease by σ̃2

1η.

Since
σ̃2
1

σ̃2 < 1
3 , this means that (|A(t)| , |B(t)|) stays in P5 for t ∈ {t′, . . . , T − 2}, until it goes to

P1 when |A(T − 1)| < σ̃2
0η. Therefore, we know that the total change in |A| since t′-th iteration is

|A(t′)| − σ̃2
0η = |B(0)| − σ̃2

0η. Since |A| can only be updated by the amount of
σ̃2
0η
3 in P5, we have∑T−1

t=0 I {|A(t)| ≤ |B(t)|} =
|B(0)|−σ̃2

0η
1
3 σ̃

2
0η

.

We now use this analysis on the behavior of
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} to compute |∆w̃2|, which

plays a role in the adversarial risk of signGD, as shown in (4.25). For the initial values of (|A| , |B|)
to be in P1 and P2, the initial errors must be small. However, consider a dataset with a strong task-

relevant correlation between the relevant frequency component of the data and the target, a realistic

scenario as we discussed in Section 4.3.2. In this case, |w̃∗
0 | and |w̃∗

1 | can be large. Additionally, with

a weight initialization around zero, such as in methods by He et al., 2015 and Glorot et al., 2010,
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the initial error |ẽ0(0)| and |ẽ1(0)| can be large and close to |w̃∗
0 | and |w̃∗

1 | when |w̃∗
0 | ≫ |w̃0(0)| and

|w̃∗
1 | ≫ |w̃1(0)|. Because of this, it is less likely for the initial values of |A(0)| and |B(0)| to be in the

P1 partition in Proposition 4.D.7.

Moreover, it is discussed in Section 4.3.1 that the distribution of spectral energy heavily concen-

trates at the low end of the frequency spectrum and decays quickly towards higher frequencies. Since

σ̃2
i is interpreted as the expected energy of a random variable at the i-th frequency, it is reasonable

to expect that
σ̃2
1

σ̃2
0
< 1

3 and this allows us to further narrow down to initialization of (|A| , |B|) in P5

and P6.

The proportional relationship between the size of (4.27) and the magnitude of |ẽ0| and |ẽ1| when
σ̃2
1

σ̃2
0
< 1

3 and (|A| , |B|) is initialized in P5 or P6 can be described in the following proposition.

Proposition 4.D.8. Suppose that the ratio between σ̃2
0 and σ̃2

1 satisfies
σ̃2
1

σ̃2
0
< 1

3 . The magnitude of

|∆w̃2| depends on the initial values of |ẽ0| and |ẽ1|, and the resulting |A(0)| and |B(0)|. Specifically,

we have

|∆w̃2| =

{√
3C |ẽ0(0)| if |A(0)| < |B(0)|

3
√
2σ̃2

1

2σ̃2
0

C |ẽ1(0)| if |A(0)| > |B(0)| ,
(4.28)

where C ∈ [
√
6
6 ,

√
6
3 ] and we neglect the contribution from η.

Proof. From Proposition 4.D.7, under the assumption that
σ̃2
1

σ̃2
0
< 1

3 , we have
∑T−1

t=0 I {|A(t)| ≤ |B(t)|} =

T when (|A(0)| , |B(0)|) ∈ P5, and this means that |∆w̃2| = CηT from (4.27). This also implies that

for t ∈ {0, . . . , T − 1}, we have |A(t)| < |B(t)| and |A(t)| = |A(0)| − t
3 σ̃

2
0η.

Since T is defined as the number of iteration required to reduce |A(0)| to σ̃2
0η, T is

|A(0)|−σ̃2
0η

1
3 σ̃

2
0η

,

and we have

|∆w̃2| = CηT = Cη
|A(0)| − σ̃2

0η
1
3 σ̃

2
0η

= 3C

√
3
3 σ̃2

0 |ẽ0(0)| − σ̃2
0η

σ̃2
0

= C(
√

3 |ẽ0(0)| − 3η).

From Proposition 4.D.7, when
σ̃2
1

σ̃2
0
< 1

3 and (|A(0)| , |B(0)|) is in P6, we have

|∆w̃2| = Cη
|B(0)| − σ̃2

0η
1
3 σ̃

2
0η

= 3C

√
2
2 σ̃2

1 |ẽ1(0)| − σ̃2
0η

σ̃2
0

= C(
3
√

2σ̃2
1

2σ̃2
0

|ẽ1(0)| − 3η).

Since the initial error |ẽ0(0)| and |ẽ1(0)| are close to |w̃∗
0 | and |w̃∗

1 |, (4.28) can be written as

|∆w̃2| ≈

{√
3C |w̃∗

0 | if |A(0)| < |B(0)|
3
√
2σ̃2

1

2σ̃2
0

C |w̃∗
1 | if |A(0)| > |B(0)|

(4.29)

Now we can consider the ratio between the adversarial risk of the standard risk minimizers found by

GD (4.26) and signGD (4.25) with a three-dimensional input space. We observe that the solution

found by signGD is more sensitive to perturbations compared to the GD solution:

Ra(w̃signGD)

Ra(w̃GD)
=

w̃∗2
0 + w̃∗2

1 + (w̃2(0) + ∆w̃2)2

w̃∗2
0 + w̃∗2

1 + w̃2
2(0)

≈ 1 +
∆w̃2

2

w̃∗2
0 + w̃∗2

1

,
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where we neglect the contribution from w̃2(0) in the approximation since we have assumed that the

values of |w̃∗
0 | and |w̃∗

1 | are large compared to the initialized weight |w̃(0)2|. This leads to

Ra(w̃signGD)

Ra(w̃GD)
≈

1 + C3
w̃∗2

0

w̃∗2
0 +w̃∗2

1
if |A(0)| < |B(0)|

1 + C4
w̃∗2

1

w̃∗2
0 +w̃∗2

1
if |A(0)| > |B(0)| ,

where 1
2 ≤ C3 ≤ 2 and 3

4
σ̃4
1

σ̃4
0
≤ C4 ≤ 3

σ̃4
1

σ̃4
0
.

4.D.3 From Irrelevant Frequencies to Spatially Redundant Dimensions

We have demonstrated that when the use of irrelevant frequency is under-constrained, optimizing

the standard training objective can lead to solutions with zero standard risk but are sensitive to

perturbations. This section offers a spatial interpretation of the findings, where we illustrate that

signals with irrelevant frequencies contain spatially redundant dimensions when transformed into

the spatial domain. Both interpretations can be used to explain the vulnerability of the solutions.

To illustrate the concept of redundancy in the spatial domain, consider the synthetic dataset

with the distribution defined in Section 4.4.2 and the data has a structure of
{

(X̃0, X̃1, 0)
}

in the

frequency domain. Taking the DCT transformation of X̃, we see that the spatial representation of

the same dataset is {
(

√
1

3
X̃0 +

√
1

2
X̃1,

√
1

3
X̃0,

√
1

3
X̃0 −

√
1

2
X̃1)

}
,

where X̃0 and X̃1 are random variables with frequency interpretations. In the spatial domain, redun-

dancy refers to the existence of dimensions that are highly correlated with each other. The example

mentioned above illustrates that the presence of a single irrelevant frequency in the data distribution

corresponds to the existence of one redundant dimension in the spatial domain. Specifically, within

this three-dimensional dataset, it is possible to express any dimension as a linear combination of the

values at the other two dimensions.

This translation between spectral irrelevance and spatial redundancy can also be observed in

the learned weight. Consider a standard risk minimizer w̃∗ = (w̃∗
0 , w̃

∗
1 , 0), whose frequency-domain

representation is

w∗ = (

√
1

3
w∗

0 +

√
1

2
w∗

1 ,

√
1

3
w∗

0 ,

√
1

3
w∗

0 −
√

1

2
w∗

1).

Because of the irrelevance from w̃2, there are multiple other standard risk minimizers. In the

spatial domain, this means w∗ + w̃2w⃗2 with w⃗2 = (
√

1
6 ,−

√
2
3 ,
√

1
6 ) and any choice of w̃2 ∈ R is

still a valid standard risk minimizer.4 When the model trained by signGD has a large weight at w̃2,

this implies a large w̃2 for the weight in the spatial domain. Because w⃗2 and w∗ are orthogonal, we

have ∥w∗ + w̃2w⃗2∥2 = ∥w∗∥2 + |w̃2|, therefore, the weight norm increases as w̃2 gets large, and from

(4.10), models are more vulnerable.

It is important to realize that having irrelevant frequencies is merely a sufficient condition for

having spatially redundant features, but is not a necessary condition. For example, rearranging the

dimensions of x and w∗ in the above example still preserves the spatial redundancy in the dataset,

4The (
√

1
6
,−

√
2
3
,
√

1
6
) vector is the DCT basis for the w̃2 term, i.e., C⊤(0, 0, w̃2) = w̃2(

√
1
6
,−

√
2
3
,
√

1
6
).
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and there are still infinitely many standard risk minimizers. However, it no longer guarantees zero

entries in x̃ and w̃∗.

4.E Additional Figures

In Figure 4.2, we visualize the energy distribution for CIFAR-100 and Imagenette, with each dataset

illustrated through four plots. The first plot’s (i, j) coordinate indicates the average amplitude,
1
N

∑N
n=1 |x̃n;(i,j)|, for the (i, j)-th basis across all N training images, where x̃n represents the DCT

transformation of the n-th image, xn, and x̃n;(i,j) represents the amplitude of the (i, j)-th basis in

the n-th sample. The second plot focuses on the diagonal elements of the first, showing the average

amplitude values,
{

1
N

∑N
n=1 |x̃n;(i,i)|

}
i=0,...,d−1

. The two plots are then drawn on a logarithmic scale

to highlight the pronounced concentration of energy around the low-frequency harmonics, while the

amplitudes for higher-frequency harmonics diminish significantly.
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b. Fashion-MNIST
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c. CIFAR-10
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Figure 4.10: Illustration of the spectral energy distribution in natural data. Distribution of
the spectral energy heavily concentrates at low frequencies and decays exponentially towards higher
frequencies.
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b. Modified Image.

Figure 4.11: Examples of modified images used in Observation I. (MNIST) We use a

threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of

DCT basis and their frequency basis. In a), we show the original image x and the magnitude of
its DCT basis |x̃| in both linear and log scale. In b), we show images modified by removing DCT
basis vectors whose magnitudes are in the bottom threshold percentage (row 1), the differences
between the modified images and the original image (row 2), the binary mask used to remove the
DCT basis: black means removed (row 3), images modified by removing high-frequency DCT basis
vectors (row 4), the differences between the modified images and the original image (row 5) and the
binary mask used to remove the DCT basis: black means removed (row 6). Notice that the masks in
row 6 only depends on the dimension of the images, whereas the masks in row 3 differs from images
to images.
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b. Modified Image.

Figure 4.12: Examples of modified images used in Observation I. (Fashion-MNIST) We

use a threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude

of DCT basis and their frequency basis. In a), we show the original image x and the magnitude of
its DCT basis |x̃| in both linear and log scale. In b), we show images modified by removing DCT
basis vectors whose magnitudes are in the bottom threshold percentage (row 1), the differences
between the modified images and the original image (row 2), the binary mask used to remove the
DCT basis: black means removed (row 3), images modified by removing high-frequency DCT basis
vectors (row 4), the differences between the modified images and the original image (row 5) and the
binary mask used to remove the DCT basis: black means removed (row 6). Notice that the masks in
row 6 only depends on the dimension of the images, whereas the masks in row 3 differs from images
to images.
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b. Modified Image.

Figure 4.13: Examples of modified images used in Observation I. (CIFAR-10) We use a

threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of

DCT basis and their frequency basis. In a), we show the original image x and the magnitude of
its DCT basis |x̃| in both linear and log scale. In b), we show images modified by removing DCT
basis vectors whose magnitudes are in the bottom threshold percentage (row 1), the differences
between the modified images and the original image (row 2), the binary mask used to remove the
DCT basis: black means removed (row 3), images modified by removing high-frequency DCT basis
vectors (row 4), the differences between the modified images and the original image (row 5) and the
binary mask used to remove the DCT basis: black means removed (row 6). Notice that the masks in
row 6 only depends on the dimension of the images, whereas the masks in row 3 differs from images
to images.
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b. Modified Image.

Figure 4.14: Examples of modified images used in Observation I. (CIFAR-100) We use

a threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of

DCT basis and their frequency basis. In a), we show the original image x and the magnitude of
its DCT basis |x̃| in both linear and log scale. In b), we show images modified by removing DCT
basis vectors whose magnitudes are in the bottom threshold percentage (row 1), the differences
between the modified images and the original image (row 2), the binary mask used to remove the
DCT basis: black means removed (row 3), images modified by removing high-frequency DCT basis
vectors (row 4), the differences between the modified images and the original image (row 5) and the
binary mask used to remove the DCT basis: black means removed (row 6). Notice that the masks in
row 6 only depends on the dimension of the images, whereas the masks in row 3 differs from images
to images.
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b. Modified Image.

Figure 4.15: Examples of modified images used in Observation I. (SVHN) We use a thresh-

old value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of DCT basis

and their frequency basis. In a), we show the original image x and the magnitude of its DCT basis
|x̃| in both linear and log scale. In b), we show images modified by removing DCT basis vectors
whose magnitudes are in the bottom threshold percentage (row 1), the differences between the
modified images and the original image (row 2), the binary mask used to remove the DCT basis:
black means removed (row 3), images modified by removing high-frequency DCT basis vectors (row
4), the differences between the modified images and the original image (row 5) and the binary mask
used to remove the DCT basis: black means removed (row 6). Notice that the masks in row 6 only
depends on the dimension of the images, whereas the masks in row 3 differs from images to images.
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b. Modified Image.

Figure 4.16: Examples of modified images used in Observation I. (Caltech-101) We use

a threshold value of threshold = {10, 30, 50, 70, 90} to modify images based on its magnitude of

DCT basis and their frequency basis. In a), we show the original image x and the magnitude of
its DCT basis |x̃| in both linear and log scale. In b), we show images modified by removing DCT
basis vectors whose magnitudes are in the bottom threshold percentage (row 1), the differences
between the modified images and the original image (row 2), the binary mask used to remove the
DCT basis: black means removed (row 3), images modified by removing high-frequency DCT basis
vectors (row 4), the differences between the modified images and the original image (row 5) and the
binary mask used to remove the DCT basis: black means removed (row 6). Notice that the masks in
row 6 only depends on the dimension of the images, whereas the masks in row 3 differs from images
to images.
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Figure 4.17: The effect of band-limited Gaussian perturbations on the model (additional
figures). Perturbations from the lowest band, i.e., ∆x(0), have a similar effect on all the models,
despite being trained by different algorithms and exhibiting different robustness properties. On the
other hand, models’ responses vary significantly when the perturbation focuses on higher frequency
bands.

MNIST Fashion-MNIST

CIFAR-10 CIFAR-100

SVHN Caltech-101

Imagenette

Figure 4.18: Images perturbed by additive Gaussian white noise with different variance.
For each dataset, we select the largest variance value from Table 4.3.
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Figure 4.19: Images perturbed by ℓ2-norm bounded adversarial perturbation (Croce et
al., 2020). We select the largest ϵ value from Table 4.3 to generate ℓ2 bounded perturbations for
images in each dataset. We also compare perturbations generated using models trained by different
algorithms.
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Figure 4.20: Images perturbed by ℓ∞-norm bounded adversarial perturbation (Croce et
al., 2020). We select the largest ϵ value from Table 4.3 to generate ℓ∞ bounded perturbations for
images in each dataset. We also compare perturbations generated using models trained by different
algorithms.



Chapter 5

Understanding and Improving the

Hierarchical Adversarial

Robustness of DNNs

5.1 Introduction

In the previous chapter, we demonstrated that dataset properties play a crucial role in shaping model

robustness during training by interacting with the optimization process. In this chapter, we extend

this idea to the inference stage, showing that dataset properties can also influence the perceived

robustness of models.

As datasets grow in size and complexity, their hierarchical structure and the relationships between

classes become increasingly significant (Krizhevsky et al., 2012). In evaluating adversarial robust-

ness, the primary metric is often the model’s classification accuracy on perturbed inputs (Szegedy et

al., 2014). However, a key aspect often overlooked in the current literature is that while adversarial

examples can be harmful, not all misclassifications have equal consequences. The current paradigm

assumes that all errors caused by attacks are equally problematic, but in many contexts, this is not

the case. For example, misclassifying a pedestrian as a shrub is significantly more problematic than

misclassifying a traffic cone as a shrub. While both instances technically involve misclassification,

the former error carries far more severe consequences, potentially leading to harm or fatal accidents.

To address this, we introduce the concept of hierarchical adversarial robustness, which accounts

for variations in the impact of misclassification. Many real-world datasets exhibit a natural hierarchy

in their class structure, where fine-grained categories (which we call leaf-classes) can be grouped into

broader meta-classes. For example, in an autonomous driving dataset (Geiger et al., 2013; Cordts

et al., 2016), leaf classes might include pedestrians, bicycles, and cars, all belonging to a meta-class

representing non-stationary objects. We define hierarchical adversarial examples as those causing

misclassification within the same meta-class, such as mistaking a pedestrian for an automobile.

In this chapter, we explore the hierarchical adversarial robustness of deep neural networks (DNNs)

from both attack and defense perspectives. On the attack side, we demonstrate that most PGD-

This chapter is based on our work in Improving Hierarchical Adversarial Robustness of Deep Neural Networks.
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perturbed inputs remain correctly classified at the meta-class level, highlighting the need for tailored

attacks. To this end, we propose a hierarchical attack algorithm specifically designed to generate such

examples. On the defense side, we introduce a Hierarchical Adversarially Robust (HAR) network to

improve robustness. The HAR network splits the traditional end-to-end learning task into a primary

meta-class classification task, complemented by several leaf-class classification tasks. Each task is

trained independently with adversarial defenses, using only data relevant to its respective group.

Our empirical results show that this ensemble-based architecture significantly enhances hierarchical

adversarial robustness compared to standard approaches.

5.1.1 Contributions

Through this work, we make the following contributions:

• We introduce the concept of hierarchical adversarial examples: a special case of the standard

adversarial examples which causes mistakes at the meta-class level (Section 5.2).

• Our result shows that perturbations generated by PGD result in misclassifications that mostly

still fall within the same meta-class level, meaning that they are not effective in degrading

models’ hierarchical adversarial robustness (Section 5.3). This finding motivates us to develop

an attack method to generate hierarchical adversarial examples (Section 5.4).

• We demonstrate that the proposed hierarchical attack provides a more accurate empirical

representation of the hierarchical adversarial robustness of models (Section 5.6).

• We propose an ensemble-based approach, termed the Hierarchical Adversarially Robust (HAR)

network, to improve the hierarchical adversarial robustness of DNNs (Section 5.5).

• Our results demonstrate that HAR networks exhibit significantly improved robustness against

both ℓ∞ and ℓ2 perturbations on the CIFAR-10 and CIFAR-100 datasets (Section 5.6).

5.2 Hierarchical Adversarial Robustness

An important development accompanying the advancement of DNN is increasing complexity of

datasets, particularly in terms of the number of classes. For example, we have progressed from the

10-class MNIST dataset to the 1000-class ImageNet dataset. As dataset complexity grows, often

these datasets can be logically divided into several meta-classes, each encompassing multiple leaf

classes. Note that we use the term label and class interchangeably. In Table 5.1, we illustrate

the hierarchical structure of classes in both CIFAR-10 and CIFAR-100. In our experiments, we

also consider a medium-sized subset of CIFAR-100, designated as CIFAR-5x5, consisting of 25 leaf

classes categorized into 5 meta-classes.

Flat classification, such as the standard multi-class classification task, is the most common form

of classification in machine learning. In this setting, the goal is to predict a single label from a

set of mutually exclusive classes. Hierarchical classification, on the other hand, involves a two-

stage process where an input image is first categorized into meta-classes and subsequently into leaf

classes. For a detailed discussion on hierarchical classification, we refer the reader to the survey

by Silla et al. (2011), in which the terms “meta-class” and “leaf class” are also introduced. More

recent work leveraging the hierarchical structure of datasets falls under the domain of extreme
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Table 5.1: Hierarchical structure of classes within the CIFAR-10 and CIFAR-100 dataset.
We examine predefined class hierarchies in the CIFAR-10 and CIFAR-100 datasets. In addition, we
analyze a medium-sized subset of CIFAR-100, designated as CIFAR-5x5, consisting of 25 leaf classes
categorized into 5 meta-classes.

Meta-class Leaf class

CIFAR-10
Animals bird, cat, deer, dog, frog, horse

Vehicles airplane, automobile, ship, truck

CIFAR-5x5

Fish aquarium fish, flatfish, ray, shark, trout

Vehicles bicycle, bus, motorcycle, pickup truck, train

People baby, boy, girl, man, woman

Trees maple, oak, palm, pine, willow

Insects bee, beetle, butterfly, caterpillar, cockroach

CIFAR-100

Aquatic mammals beaver, dolphin, otter, seal, whale

Fish aquarium fish, flatfish, ray, shark, trout

Flowers orchids, poppies, roses, sunflowers, tulips

Food containers bottles, bowls, cans, cups, plates

Fruit and vegetables apples, mushrooms, oranges, pears, sweet peppers

Household electrical devices clock, computer keyboard, lamp, telephone, television

Household furniture bed, chair, couch, table, wardrobe

Insects bee, beetle, butterfly, caterpillar, cockroach

Large carnivores bear, leopard, lion, tiger, wolf

Large man-made outdoor things bridge, castle, house, road, skyscraper

Large natural outdoor scenes cloud, forest, mountain, plain, sea

Large omnivores and herbivores camel, cattle, chimpanzee, elephant, kangaroo

Medium-sized mammals fox, porcupine, possum, raccoon, skunk

Non-insect invertebrates crab, lobster, snail, spider, worm

People baby, boy, girl, man, woman

Reptiles crocodile, dinosaur, lizard, snake, turtle

Small mammals hamster, mouse, rabbit, shrew, squirrel

Trees maple, oak, palm, pine, willow

Vehicles 1 bicycle, bus, motorcycle, pickup truck, train

Vehicles 2 lawn-mower, rocket, streetcar, tank, tractor

classification (Buvanesh et al., 2022; Gupta et al., 2021), which focuses on classification problems

with thousands or millions of labels (Bhatia et al., 2016).

Class hierarchies can be formed in different ways. One common approach is to assign meta-

classes based on taxonomy, as seen in datasets like CIFAR-10 and CIFAR-100, where classes are

grouped based on visual similarities. A more practical scenario is an application-driven meta-class

design. For instance, in autonomous driving, meta-classes might distinguish between “objects a

vehicle must avoid” and “objects not critical for collision avoidance”. Alternatively, meta-classes

can also be learned strategically to optimize the performance in a specific downstream task (Deng

et al., 2011). A closely related study, Chandrasekaran et al. (2019), also examines robustness in a

hierarchical setting, but its hierarchy is derived from feature-space clustering and the work focuses

only on improving robustness. On the other hand, we investigate hierarchical robustness from both

the adversary’s and defender’s perspectives, assuming a predefined class hierarchy.

Previous research on adversarial robustness, including both defenses or attacks, typically as-
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sumes that all misclassifications are equally detrimental. However, this assumption fails to capture

the varying degrees of impact that different misclassifications can have in practice. For example,

in an autonomous driving system, mistaking a perturbed image of a traffic sign for a pedestrian

poses a significant safety risk, whereas confusing a bus with a pickup truck might have negligible

consequences for the system’s operation. Moreover, misclassifications across different meta-classes

can raise significant ethical concerns, particularly in datasets with hierarchical structures involving

sensitive attributes such as ethnicity, gender, disability, and age groups.

Mistakes across meta-classes lead to much more severe consequences compared to mistakes within

meta-classes. Given this distinction, we introduce the term hierarchical adversarial examples. These

are a subset of adversarial examples characterized by misclassifications that occur between leaf classes

originating from different meta-class.

Let us first define hierarchical adversarial examples to differentiate them from standard adver-

sarial examples. Consider a neural network for classification f(x) : Rd → Rc with a softmax as its

last layer, where d represents the input dimension and c the number of classes. The predicted class

for a given input x is determined by arg maxi f(x)i.

Consider a two-level hierarchical classification task where leaf classes are grouped into meta-

classes. While this hierarchy can be extended to include higher-level meta-classes, we will focus on a

simpler two-level structure for clarity and didactic purposes. The dataset is represented as {x, y, z}n,

where each entry includes an image x, its leaf class y, and corresponding meta-class z, with y ∈ z

indicating that leaf class y is part of meta-class z. In other words, each meta-class z is a set comprising

all the leaf classes that belong to it. Using CIFAR-10 from Table 5.1 as an example, we have zanimal =

{Cbird, Ccat, . . . , Chorse} as the animal meta-class and zvehicle = {Cairplane, Cautomobile, . . . , Ctruck} as

the vehicle meta-class. In this chapter, we focus on non-overlapping meta-classes for simplicity, i.e.,

zi ∩ zj = ∅ for i ̸= j. Given an input data x, let its ground-truth leaf and meta-class be y∗ and

z∗ respectively. In this framework, a hierarchical adversarial example is defined by meeting all the

following criteria.

• The unperturbed data x is correctly classified by the classifier: arg maxi F (x)i = y∗.

• The perturbed data x′ = x + δ is perceptually indistinguishable from the original data x.

• The perturbed data x′ is incorrectly classified: arg maxi F (x′)i = y′ where y′ ̸= y∗.

• The incorrectly assigned label y′ belongs to a different meta-class, i.e., y′ ̸∈ z∗.

Note that the first three criteria outlined suffice to define standard adversarial examples, while

hierarchical adversarial examples represent a specific subset of all adversarial examples by having

the fourth property. We also highlight that measuring perceptual distance can be challenging (Li

et al., 2003), thus the second property is often replaced by limiting that the adversary can only

modify any input x to x + δ with δ ∈ ∆, as previously discussed in Chapter 2. In this chapter, we

focus on ℓ∞- and ℓ2-norm perturbations.

5.3 Untargeted PGD’s Ineffectiveness in Degrading Hierar-

chical Adversarial Robustness

To motivate the development of a new attack algorithm for generating hierarchical adversarial exam-

ples, we begin with an empirical analysis of the errors made by models on both clean and perturbed
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Table 5.2: Percentage of the misclassified inputs that are still correctly classified at
the meta-class level (%). We calculate the percentage of inputs misclassified at the leaf level
yet still correctly classified at the meta-class level. An important observation is that for images
misclassified at the leaf class level, whether they are perturbed or unperturbed does not significantly
change the likelihood of correct classification at the meta-class level. This shows that untargeted
PGD perturbations are ineffective in degrading hierarchical robustness. All results presented in this
chapter are obtained from the average of three independent runs.

Method
CIFAR-10 CIFAR-100

Clean PGD20 Clean PGD20

Standard 84.46 80.00 33.71 36.80

PGD10 83.75 75.56 35.57 39.06

TRADES 77.39 77.14 34.84 38.22

images. In Table 5.2, we show the conditional probability that an image is correctly at the meta-class

level, given that it has already been misclassified at the leaf-class level:

P(correct meta-class|incorrect leaf class),

where a larger value indicates that more mistakes occur within the same meta-class, suggesting

greater hierarchical robustness in the model. We analyze both unperturbed inputs and those per-

turbed by untargeted ℓ∞-norm constrained PGD20 perturbations with ϵ = 8
255 . The evaluation

includes three types of models: those trained with unperturbed data (Standard), those adversar-

ially trained with PGD10 perturbations (Madry et al., 2018) (PGD10), and those trained using

TRADES (Zhang et al., 2019) (TRADES).

Two important observations emerge from the results presented in Table 5.2. First, compared

to the likelihood of being classified under a random meta-class, which stands at 50% for CIFAR-10

and 5% for CIFAR-100, misclassifications are more likely to be within the same meta-class. Second,

for images misclassified at the leaf class level, whether they are perturbed or unperturbed does

not significantly change the likelihood of correct classification at the meta-class level. For instance,

in a TRADES-robustified model trained on CIFAR-10, approximately 77% of misclassified images,

whether clean or PGD-perturbed, are still correctly classified at the meta-class level. This result still

shows that given two misclassified clean and PGD-perturbed inputs, the chances of misclassification

at the meta-class level is similar. These findings motivate us to develop a new approach for generating

hierarchical adversarial perturbations.

5.4 Generating Hierarchical Adversarial Perturbations

In Section 2.2 and 2.3, we discussed FGSM, BIM and PGD attacks, focusing on formulations for

their untargeted versions. In these algorithms, the specific class to which the perturbed input is

misclassified is irrelevant, as long as it is different from the true class. The similarity across these

attacks is their objective to find a perturbation that maximizes the loss function w.r.t. the true
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label:

arg max
δ

ℓ(x + δ, y∗),

where y∗ is the true label of the input image x.

Targeted attacks, on the other hand, are pertinent in scenarios where the specific misclassified

class matters. For these attacks, the objective is:

arg min
δ

ℓ(x + δ, y),

where y ̸= y∗ is the specified target label, different from the ground truth label y∗.

Results from the previous section show that untargeted PGD attacks are not effective at gen-

erating adversarial examples that cause misclassifications at the meta-class level. To overcome this

limitation, we introduce a variant of the PGD algorithm specifically designed to find hierarchical

adversarial examples. Let x′
t denote the perturbed input at iteration t, we define:

x′
t+1 = ΠB∞(x,ϵ) {x′

t − α sign (∇xℓ(x
′
t, ŷ))} (5.1)

where ŷ is a target class chosen from a different meta-class, i.e., ŷ ̸∈ z∗. We use the same random

initialization as used in the vanilla PGD: x′
0 = ΠB∞(x,ϵ){x + ϵδ}, where each dimension of δ is

independently sampled from a uniform distribution U(−1, 1).

An important factor in generating hierarchical adversarial examples is the choice of the target

leaf class. We adopt the two target selection strategies proposed in Carlini et al. (2017). The first is

an average-case approach, where the target class is randomly selected from all eligible leaf classes.

This method does not require additional computational resources beyond those used for vanilla

PGD, although it may not always result in successful attacks. In our work, we consider a worst-case

approach that iterates through all candidate leaf classes as potential targets. This attack proceeds

until it either achieves a successful misclassification or exhausts all candidate classes.

The procedure for generating ℓ∞-norm constrained hierarchical adversarial examples is summa-

rized in Algorithm 5.1. We see that lines 2–5 closely resemble the standard PGD algorithm, with

the key difference being the iterative target class selection implemented through the for loop in line

1. The algorithm terminates either upon successfully generating a hierarchical adversarial example

(line 11) or when all candidate leaf classes have been exhausted (line 7).

5.5 Hierarchical Adversarial Robust Network

The visual separability between meta-classes can be highly uneven, making some meta-classes more

challenging to distinguish than others. This variation motivates the use of an ensemble of models in

a “local classifier per node” approach, leveraging dedicated classifiers for specific leaf classes within

each meta-class (Silla et al., 2011). The primary advantage of this approach is its use of local

information to develop specialized classifiers for individual leaf classes within each meta-class.
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Algorithm 5.1: Generating ℓ∞-norm constrained hierarchical adversarial examples.

Input : A pair of input data (x, y∗), where the leaf class y∗ belongs to the meta-class z∗;
S = {y | y ̸∈ z∗}, a set comprising all leaf classes that do not belong to the
meta-class z∗; a model F (·); a loss function ℓ(·); an ℓ∞-norm constraint ϵ; the
number of PGD iterations k; PGD step-size α.

1 for ŷ ∈ S do

2 x′
0 ← ΠB∞(x,ϵ){x + ϵδ}, where δ ∼ U([−1, 1]

d
)

3 for t = 0, . . . , k − 1 do
4 x′

t+1 = ΠB∞(x,ϵ) {x′
t − α sign (∇xℓ(x

′
t, ŷ))}

5 end
6 if arg maxi F (x′

k)i = ŷ then
7 Terminate (successful attack)
8 else
9 S ← S \ ŷ

10 if S is empty then
11 Terminate (failed attack)
12 end

13 end

14 end

5.5.1 Network Design

Building on this concept, we propose a Hierarchical Adversarial Robust (HAR) network that de-

composes the end-to-end learning task into two distinct parts. First, a single classifier is used for

classifying meta-classes. Subsequently, within each meta-class, a separate classifier is used for the

leaf classes. This architecture improves the hierarchical adversarial robustness of the network by

allowing independent training of each component using adversarial defense techniques. The final

probability distribution for all leaf classes is calculated based on Bayes’ Theorem. The HAR net-

work benefits from a robustified meta-classifier that improves robustness across meta-classes, and

multiple robustified leaf classifiers that improve robustness among visually similar leaf classes.

This design mirrors the hierarchical structure of the dataset, where the leaf classes are grouped

into meta-classes. Using Bayes’ Theorem, the probability for leaf classes can be computed as follows:

P (y | x) = P (y | x, z)P (z | x).

Here, P (y | x, z) represents the output of the leaf classifier, and P (z | x) represents the output of

the meta-classifier. This formulation allows us to compute the probability distribution across all leaf

classes by combining the predictions from the respective classifiers.

5.5.2 Inference

Given an input x, let M(x) denote the output of the meta-classifier, where M(x)i represents the

probability of the i-th meta-class. Similarly, let Li(x) denote the output of the i-th leaf classifier,

with Li(x)j indicating the probability of the j-th leaf class within the i-th meta-class. Assuming

that the meta-classes are non-overlapping (Section 5.2), the output of the network is given by

F (x) = [M(x)1L1(x)1, . . . ,M(x)1L1(x)k1
, . . . ,M(x)CLC(x)1, . . . ,M(x)CLC(x)kC

] , (5.2)
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...
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...

Final
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LCVehicle

LCFish

MC

 Fish
 aquarium fish, flatfish, ray, shark, trout

meta-class
leaf class

 Vehicle
 bicycle, bus, motorbike, pickup truck, train

meta-class
leaf class

 People
 baby, boy, girl, man, woman

meta-class
leaf class

(5.2)

Figure 5.1: Overview of the HAR Network. For clarity, we use ‘MC’ to denote the meta-
classifier and ‘LC’ for the leaf-classifier in the diagram. The meta-classifier is trained to predict the
meta-classes, while the leaf classifiers are trained to predict the leaf classes within their respective
meta-classes. The final prediction of the HAR network is computed using (5.2), which integrates
outputs from the MC and the respective LCs.

where C represents the total number of meta-classes and kC represents the number of leaf classes

within the C-th meta-class.

One advantage of this modular network design is that it allows for training each network using

adversarial defense techniques tailored to improving robustness specific to their respective classes. In

particular, we use a robustified meta-classifier designed specifically to improve robustness between

meta-classes, which contributes to an overall improvement in hierarchical adversarial robustness as

we demonstrate in our experiments.

5.5.3 Training

Each model within the HAR network is trained independently. The meta-classifier is trained using

the entire dataset, labeled with meta-classes, represented as {x, z}. Subsequently, the leaf-classifiers

are trained using their corresponding subsets of the dataset, represented as {x, y}. This modular

structure allows for parallel training of the different components of the HAR network.

5.6 Experiments

In this section, we perform a series of experiments to evaluate the hierarchical adversarial robustness

of the HAR network. We compare its hierarchical robustness against flat models when subjected to

both the standard PGD attack and our proposed hierarchical PGD attack. We focus on evaluations

based on ℓ∞-norm constrained attacks on the CIFAR-100 dataset. Discussions and evaluations

related to ℓ2-norm constrained perturbations, as well as results for the smaller CIFAR-10 and CIFAR-

5x5 datasets, are provided in the appendix, with results that are consistent with those from the

ℓ∞-norm evaluations.
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5.6.1 Experiment Setup

Baseline flat models: We focus on ResNet10 and ResNet50 (He et al., 2016a). To establish base-

lines, we train ResNet50 using unperturbed data (Standard), 10-step untargeted PGD perturbations

(PGD10), and using TRADES (Zhang et al., 2019). In addition, we explore a targeted variant of

the PGD adversarial training (PGD10-T), where for a given training pair (x, y) with y ∈ z∗, per-

turbations are computed using a targeted PGD10 attack with targets uniformly sampled from leaf

classes outside the meta-class {y | y ̸∈ z∗}.
HAR models: For the HAR model, we use ResNet10 for both meta-classifier and leaf classifiers.

We opt for a lower-capacity ResNet10 in the HAR setup to minimize the difference in the number

of parameters compared to a single flat ResNet50. A detailed comparison of trainable parameters

is provided in Appendix 5.A. During the training of HAR models, all component networks (meta-

classifier and leaf classifiers) undergo the same adversarial defense approach. For instance, a HAR

network trained with TRADES comprises one meta-classifier and twenty leaf classifiers, all trained

using TRADES.

Training details: All models are trained for a total of 200 epochs, with an initial learning rate

of 0.1. The learning rate decays by an order of magnitude at epoch 100 and 150. We use a mini-

batch size of 128 for testing and training. We use SGD with momentum of 0.9 and a weight decay

of 2e-4. For TRADES, a hyperparameter sweep was conducted on the validation set to select the

model with the highest accuracy against untargeted ℓ∞ bounded PGD20 attacks. This optimization

configuration applies to both the flat models and all component models within the HAR network.

Metric: The results in this section are based on the accuracy at the meta-class level, where a

larger value indicates better robustness. For our proposed hierarchical attack, the reported accuracy

reflects the percentage of test data for which the attack fails to change the meta-class prediction to

the desired target, even after iterating through all eligible target labels. In other words, it remains

correct at the meta-class level. Given the large number of classes, we follow Dong et al. (2018) and

perform the hierarchical attack on 1000 randomly selected test data. All ℓ∞ adversarial examples

used for all evaluations are generated with ϵ = 8/255 and a step size of 2/255 (pixel values are

normalized to [0, 1]).

5.6.2 Evaluation of Hierarchical Adversarial Robustness Using Hierar-

chical PGD

We evaluate the hierarchical adversarial robustness of the HAR network against untargeted PGD

perturbations and the proposed hierarchical PGD perturbations, and compare with flat models. The

results are summarized in Table 5.3.

We first evaluate the effectiveness of the proposed hierarchical PGD attack. The results indicate

that this attack is more effective in degrading the hierarchical robustness of all tested models. For

instance, standard trained flat models, which maintain about 24% accuracy under vanilla untargeted

PGD perturbations, see their accuracy drop to 0% with the proposed hierarchical perturbation. Sim-

ilarly, adversarially trained flat models also exhibit a significant accuracy decline when subjected to

this attack. Therefore, a method that can accurately measure the hierarchical adversarial robustness

of models is needed, and our proposed attack offers a promising approach in this direction.
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Table 5.3: Evaluation of meta-class accuracy for flat models and HAR models on the
original CIFAR-100 test dataset, under ℓ∞-norm constrained untargeted and proposed
hierarchical PGD attacks (%). All perturbations are bounded by ϵ = 8/255. We evaluate both
flat models and HAR models under various training paradigms, with the definitions of all baseline flat
models provided in Section 5.6.1. Results show that the proposed hierarchical attack significantly
degrades the hierarchical robustness of all tested models, with the HAR network demonstrating
greater hierarchical robustness compared to flat models.

Method Clean
Untargeted Hierarchical

PGD20 PGD200 PGD20 PGD200

Flat

Standard 82.57 24.89 24.94 0.00 0.00

PGD10 69.81 37.80 37.02 22.60 21.98

PGD10-T 75.02 41.30 40.84 22.10 21.00

TRADES 67.67 41.47 41.27 27.00 26.80

HAR

Standard 81.24 29.25 29.27 4.00 3.30

PGD10 66.23 30.53 29.93 25.80 24.40

TRADES 62.49 32.86 32.36 30.20 29.90

5.6.3 Improving Hierarchical Adversarial Robustness with HAR

Next, we evaluate the hierarchical robustness of the HAR network in comparison to flat models. The

results demonstrate that the hierarchical robustness of the HAR network is significantly superior

to that of the flat models, a finding consistent across all models tested. Additionally, we observe

that training with targeted PGD10 perturbations does not yield a significant improvement over

conventional adversarial training with untargeted PGD10 perturbations. These results underscore

the effectiveness of the HAR network design in bolstering the hierarchical adversarial robustness of

models.

Under the white-box threat model, attackers with complete knowledge of the HAR network’s

internal structure can generate perturbations specifically targeting the meta-classifier. During our

evaluations, we investigate whether untargeted PGD adversaries, based on the meta-classifier, pro-

duce stronger hierarchical adversarial examples compared to those generated using the entire HAR

model. To generate these perturbations, we apply the standard untargeted PGD attack on the

meta-classifier with the objective:

max
δ

ℓ(M(x + δ), z∗),

where M is the meta-classifier and z∗ is the ground true meta-class of input x. We call the resulting

perturbation as PGD-Meta. We compare it with PGD perturbations generated using the entire

HAR network, referred to as PGD-HAR, and with the proposed hierarchical PGD attack, as shown

in Table 5.4. The result indicates that the perturbations generated using the meta-classifier are

weaker attacks compared to those generated using the full HAR network. This suggests that the

hierarchical adversarial robustness of the HAR network is not solely attributable to the robustness

of the meta-classifier, but rather to the combined robustness of the entire network configuration.
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Table 5.4: Evaluation of meta-class accuracy for the HAR models under ℓ∞-norm un-
targeted PGD perturbations generated based on the meta-classifier (%). Perturbations
generated based on the meta-classifier are denoted as PGD-meta. We also compare results from
Table 5.3: PGD-HAR, which represents perturbations generated using the entire HAR network, and
Hierarchical PGD, which refers to the proposed hierarchical PGD attack.

Method PGD-HAR Hierarchical PGD PGD-Meta

Standard 29.27 3.30 0.00

PGD10 29.93 24.40 29.96

TRADES 32.36 29.90 29.38

5.7 Conclusions

Not all mistakes caused by adversarial perturbations have equal consequences. In this study, we

introduced a novel concept called hierarchical adversarial robustness. For datasets where classes

can be grouped into meta-classes, we defined hierarchical adversarial examples as those leading

to misclassification at the meta-class level. In terms of attacks, we demonstrated that untargeted

PGD attacks are ineffective at generating hierarchical adversarial perturbations. Consequently,

we proposed a hierarchical PGD attack specifically designed to generate such examples. On the

defense side, we developed the HAR model to improve hierarchical adversarial robustness, utilizing

an ensemble approach with a meta-classifier and multiple leaf classifiers, each trained independently

using adversarial defense techniques. Our empirical results show that the HAR model significantly

increases hierarchical adversarial robustness.

5.7.1 Challenges and Limitations

Efficient Hierarchical Attack: In Section 5.4, we adopt the target selection strategies from Car-

lini et al. (2017): an average-case approach, which randomly selects a leaf class as the target, and

a worst-case approach, which iterates through all valid leaf classes as targets until all options are

exhausted. We employ the worst-case approach, which can be computationally expensive, especially

when the number of leaf classes is large. This underscores the need for developing a more efficient hi-

erarchical attack algorithm capable of identifying the target leaf class without exhaustively exploring

all options.

Efficient Model Design: One drawback of the proposed HAR model is the poor scalability with

the number of meta-classes. As the number of meta-classes increases, so does the number of leaf

classifiers, leading to greater model complexity. This can significantly increase both training time

and computational resource demands. Although our method enables potential parallel training

of each component model, developing a more efficient design that can handle a large number of

meta-classes without compromising performance remains an interesting avenue for future research.
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Table 5.5: Evaluation of meta-class accuracy for flat models and HAR models on the orig-
inal CIFAR-10 and CIFAR-5x5 test datasets, under ℓ∞-norm constrained untargeted
and proposed hierarchical PGD attacks (%). All perturbations are bounded by ϵ = 8/255.

Dataset Method Clean Untargeted PGD Hierarchical PGD

C
IF
A
R
-1
0 Flat

Standard 98.93 79.73 0.00

PGD10 97.49 87.40 72.00

TRADES 95.69 88.15 79.76

HAR

Standard 98.44 65.46 0.00

PGD10 95.57 86.38 79.52

TRADES 94.49 86.07 81.23

C
IF
A
R
-5
x
5 Flat

Standard 92.68 65.52 0.00

PGD10 86.08 70.68 42.20

TRADES 84.16 69.60 48.04

HAR

Standard 94.36 56.72 0.11

PGD10 89.16 63.32 52.32

TRADES 84.96 66.36 58.96

Appendices

5.A Comparison of Trainable Parameters

In our evaluations with CIFAR-100, we use ResNet50 for the vanilla models and multiple ResNet10

for the HAR network. We opt for a lower-capacity ResNet10 in the HAR setup to minimize the

difference in the number of parameters compared to a single flat ResNet50. While achieving an exact

match in parameter count is challenging with CIFAR-100, given its large number of meta-classes,

our goal is to mitigate concerns that improved hierarchical adversarial robustness might solely stem

from increased network complexity.

5.B Results on CIFAR-10 and CIFAR-5x5 with ℓ∞-norm Con-

strained Perturbations

To further address concerns regarding parameter count, we conduct evaluations on two smaller

datasets: the CIFAR-10 dataset, which includes 2 meta-classes and 10 leaf classes, and the medium-

sized CIFAR-5x5 dataset, featuring 5 meta-classes and 25 leaf classes. For both, we use ResNet50 for

flat models and multiple ResNet10 for the HAR network, resulting in the HAR network having fewer

parameters than the flat model. The results are summarized in Table 5.5, where we compare the

hierarchical robustness of flat models and the HAR network against ℓ∞-norm bounded untargeted

PGD and the proposed hierarchical PGD attack. These results align with findings from the CIFAR-

100 experiments, further demonstrating the HAR network’s effectiveness in improved hierarchical

adversarial robustness.
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Table 5.6: Evaluation of meta-class accuracy for flat models and HAR models on the
original CIFAR-100 test dataset, under ℓ2-norm constrained untargeted and proposed
hierarchical PGD attacks (%). All perturbations are bounded by ϵ = 0.5. We evaluate flat
models and HAR models under various training paradigms.

Method Clean Untargeted PGD50 Hierarchical PGD50

Flat

Standard 82.57 32.17 0.10

PGD10 74.85 53.64 42.90

PGD10-T 78.58 52.97 38.50

HAR PGD10 73.31 48.78 44.00

Table 5.7: Evaluation of leaf-class accuracy for flat models and HAR models on the
CIFAR-10 test dataset.

Standard PGD10 TRADE

Flat 92.54 87.14 84.92

HAR 92.19 84.64 83.90

5.C Results on CIFAR-100 with ℓ2-norm Constrained Per-

turbations

Similar to the setup with ℓ∞-norm constrained perturbations discussed in Section 5.6, we compare

the HAR network with flat baseline models robustified against ℓ2 attacks. We were unable to achieve

reasonable robustness results with TRADES against ℓ2 attacks, likely because the hyperparameter

sweep was based on ℓ∞ results, and no additional sweep was performed for ℓ2 perturbations. Con-

sequently, the optimal value for β in TRADES is unsuitable in the ℓ2 setting. For this reason, we

omit TRADES from this section.

The results are summarized in Table 5.6. Overall, these findings are consistent with those

from the ℓ∞-norm attacks. The proposed hierarchical attack significantly degrades the hierarchical

robustness of all tested models, while the HAR model exhibits greater robustness compared to flat

models.

5.D Comparison of Clean Test Accuracy on CIFAR-10

Finally, we report the clean test accuracy of the flat baselines and the proposed HAR networks on

CIFAR-10. All models follow the training configurations in Section 5.6. We observe a slight decrease

in the clean accuracy with the proposed HAR network, following the accuracy-robustness trade-off

discussed earlier in Section 2.5.



Chapter 6

Improving Adversarial Transferability

via Model Alignment

6.1 Introduction

In the previous chapters, we demonstrated that seemingly indistinguishable perturbations to an

input can yield drastically different outputs from neural networks, highlighting the brittleness of

these models. In practice, adversaries often do not access to the target model’s architecture or

parameters. However, as discussed in Section 2.6, what makes adversarial examples particularly

concerning is their transferability across models—i.e., the ability of an example generated for one

model to fool another.

In this chapter, we propose a model alignment technique to improve the transferability of ad-

versarial examples. At first glance, one might question: Why not concentrate on building defensive

methods to reduce vulnerability? Developing methods to generate more effective adversarial examples

is just as important as devising strategies to improve the robustness of neural networks. As of now,

the top three robustification techniques (Wang et al., 2023; Bai et al., 2023; Peng et al., 2023) listed

on RobustBench (Croce et al., 2021) all rely on some variants of adversarial training: augmenting

the training data with adversarial examples (Goodfellow et al., 2015; Madry et al., 2018).

This highlights the importance of understanding and improving adversarial example generation.

Our work focuses on one particular aspect of this direction: generating adversarial examples that

exhibit higher transferability. Specifically, Our goal is to transform any source model into one from

which attacks generate more transferable perturbations.

One possible explanation for the transferability of adversarial examples is that these perturba-

tions exploit similar features present in both the source and target models (Ilyas et al., 2019). To see

this, let us first consider the hypothesis that neural networks capture two distinct types of features

from data: semantic features and human-imperceptible features. This hypothesis has been proposed

and empirically supported in Chapter 4 and studies such as Wang et al. (2020a) and Dong et al.

(2019a). We provide a summary of their findings as follows. First, models learn semantic features

that align with human perception. The extraction of such features is similar across different mod-

els, reflecting a shared understanding of the semantics. Second, models learn human-imperceptible

This chapter is based on our work in Improving Adversarial Transferability via Model Alignment.
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Figure 6.1: Attacking the aligned source model for more transferable perturbations.
We compare the transferability of ℓ∞-norm bounded perturbations (ϵ = 4/255) generated using the
source model before and after performing model alignment. The result highlights the compatibility
of model alignment with a wide range of attacks, as perturbations generated from the aligned source
model become more transferable. Here, the source model is aligned using a witness model from the
same architecture but is initialized and trained independently. Results are averaged over all target
models.

features, and their learning is model-specific. For example, Chapter 4 theoretically demonstrated

that the use of these features varies based on models’ initialization and their optimization process.

Wang et al. (2020a) discussed how model architecture can result in model-specific interpretations of

these features.

Features and vulnerabilities are highly correlated, as vulnerabilities often arise from the ex-

ploitation of specific features—patterns or attributes in the data that models rely on to make pre-

dictions (Ilyas et al., 2019). In the context of transferability, the degree of similarity between those

exploited features in the source and target model is crucial. That is, the more similar the exploited

features between models, the more likely it is that the perturbation will successfully transfer. To

support this, Liu et al. (2016) empirically showed that different models have similar decision bound-

aries (from learning similar features), thus enabling some perturbation to be transferable across

different models. However, some perturbations exploit features that are source-model-specific.Qin

et al. (2022) empirically demonstrated that when maximizing the cross entropy loss to find adversar-

ial examples, some perturbations fail to transfer because they correspond to sharp local maxima in

the input space, specific to the source model. These perturbations exploit features that are unique

to the source model and are not shared with the target model. Motivated by these observations,

we propose a model alignment technique to modify the source model to encourage a similar feature

extraction as other, independently trained models, which we refer to as witness models.

During the alignment process, the parameters of the source model are fine-tuned to minimize an

alignment loss. This alignment loss measures the divergence in the predictions between the source

and the witness model. Through this alignment process, the source model learns to focus on a set

of features that are similarly extracted by the witness model. This allows attack algorithms to more

effectively exploit features common across models, leading to more transferable perturbations.

Model alignment complements, rather than competes with, other attack algorithms. This syn-

ergy underscores our method’s key advantage: its broad compatibility with a wide range of attack

algorithms, as highlighted in Figure 6.1. Extensive experiments on various combinations of archi-
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tectures, transferability on individual target models, and results with other attacks are included in

Section 6.5.

6.1.1 Contributions

Our contributions can be summarized as follows:

• We present a model alignment method to fine-tune the source model by minimizing an align-

ment loss which measures the difference in the output between the source model and the

witness model.

• We analyze the effect of the proposed alignment method, demonstrating that perturbations

generated from the source model exploit more semantic features that are shared across differ-

ent models.

• To understand the effect of model alignment, we conduct a geometric analysis to study the

changes in the loss landscape resulting from this process.

• Extensive experiments on ImageNet (Krizhevsky et al., 2012), using CNNs and Vision Trans-

formers (ViTs) (Dosovitskiy et al., 2021; Liu et al., 2021), demonstrate that perturbations

generated from aligned source models exhibit significantly higher transferability than those

from the original source model. We demonstrate that our alignment technique is compatible

with a wide range of attacks.

6.2 Background

In this section, we provide a brief overview of approaches to generate more transferable perturbations.

For a more comprehensive review of research related to adversarial transferability, we direct the

reader to a recent survey (Gu et al., 2023).

6.2.1 Generating Transferable Perturbations

Existing work on improving the transferability of adversarial examples can be categorized into four

groups: data-augmentation-based methods (Xie et al., 2019; Dong et al., 2019b; Zou et al., 2020;

Wu et al., 2021; Li et al., 2020b; Byun et al., 2022; Wang et al., 2021c), optimization-based meth-

ods (Dong et al., 2018; Lin et al., 2020; Wang et al., 2021b; Zhao et al., 2021; Zhang et al., 2022;

Xiao et al., 2021; Li et al., 2020a), model-modification-based methods (Benz et al., 2021b; Wu et al.,

2020a; Guo et al., 2020b; Wang et al., 2024), and ensemble-based methods (Liu et al., 2016; Gubri

et al., 2022; Qian et al., 2023; Li et al., 2022b).

Data augmentation-based methods: Data augmentation methods are ubiquitously used in

training DNNs to prevent overfitting. Advanced augmentation techniques (Zhang et al., 2018; Yun

et al., 2019; Cubuk et al., 2019; Ma et al., 2022a) have become crucial to achieving state-of-the-art

generalization performance on large-scale datasets like ImageNet. Building on this concept, several

works have proposed the incorporation of various forms of data augmentation into attack algorithms.

This integration aims to prevent adversarial examples from overfitting to the source model, thereby

improving transferability.
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Optimization-based methods: Lin et al. (2020) drew a parallel between generating transferable

adversarial examples and training neural networks. In this analogy, source models are the training

data, adversarial perturbations are model parameters, and the target model is the testing data.

Thus, transferability of adversarial examples is akin to model generalization. As such, optimization-

based approaches, such as momentum (Dong et al., 2018; Lin et al., 2020; Zou et al., 2020) and

variance tuning (Wang et al., 2021b; Xiong et al., 2022), that were initially proposed to improve the

generalization of neural networks can be leveraged to improve the transferability of the adversarial

examples.

Model modification-based methods: Several studies have proposed methods to improve the

transferability of adversarial examples by modifying the source model. For example, Benz et al.

(2021b) demonstrated that perturbations generated from a source model without batch normaliza-

tion (Ioffe et al., 2015) are more transferable than those from models equipped with batch normaliza-

tion. Methods like Linear Backpropagation (LinBP) (Guo et al., 2020b) and Backward Propagation

Attack (BPA) (Wang et al., 2024) focus on non-linear activations and modify the derivative of ReLU.

Wu et al. (2020a) showed that increasing gradients from skip connections over residual units can

significantly increase transferability.

Among the categories of methods discussed, model alignment is most closely related to model

modification-based approaches. However, a key advantage of our approach is its model-agnostic

nature: alignment can be applied without changing the model’s forward or backward pass, improving

any source model’s ability to generate more transferable perturbations. In contrast, other methods

require changes, such as those seen in LinBP and BPA, or even complete retraining.

Ensemble-based methods: Another line of approaches involves the use of multiple models for

generating adversarial examples. Liu et al. (2016) were among the first to propose enhancing trans-

ferability by attacking an ensemble of models, with the rationale being that a perturbation capable of

fooling multiple models is more likely to deceive the target model. More recently, Gubri et al. (2022)

proposed constructing an ensemble of source models by collecting weights along the fine-tuning

trajectory of a trained model.

In Section 6.5, we demonstrate that model alignment is fully compatible with all these methods.

6.2.2 Understanding Adversarial Transferability

Several works have focused on understanding the transferability of adversarial perturbations (Zhang

et al., 2024; Wu et al., 2020b; Waseda et al., 2023; Zhu et al., 2021), with some analyzing from a

geometric perspective (Fawzi et al., 2017; Charles et al., 2019; Zhao et al., 2020; Liu et al., 2016).

Liu et al. (2016) empirically demonstrated that adversarial examples with weak transferability often

correspond to local maxima in the source model’s loss landscape with respect to the input space.

They analyzed the position of adversarial examples relative to the decision boundaries of both the

source and target models. They found that some perturbations fail to transfer because they are

located in tiny pockets within regions corresponding to the ground truth label, which exist only

for the source model but not for the target model. Similarly, Gubri et al. (2022) hypothesized

that adversarial examples at flat loss maxima of the source model tend to transfer more effectively

than those at sharp maxima. Motivated by these insights, in Section 6.4, we extend this geometric

perspective by examining how the alignment method influences the loss surface geometry of the

source model, particularly in its capacity to generate more transferable adversarial examples.
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6.3 Formulation of Model Alignment

We introduce the model alignment as a fine-tuning process and explain why aligned models are

better at generating transferable perturbations. In this work, we focus on neural networks used for

classification tasks. Let us consider a neural network designed for m-class classification, represented

as a series of function compositions:

f(x) = (ϕ[l] ◦ ϕ[l−1] ◦ . . . ◦ ϕ[1])(x),

where each ϕ[i] represents an operation within the network, which could be a linear transformation

(such as a fully connected layer), an activation function, or a pooling operation. The parameters

of the neural network are collectively denoted as θ. The intermediate outputs of these operations

are often referred to as hidden representations. We denote them by z[i], where z[i] = ϕ[i](z[i−1]) for

i = 1, 2, . . . , l, and the initial input is z[0] = x. Additionally, we incorporate the softmax function

into the neural network’s definition. Specifically, in the final layer, we have ϕ[l] = softmax(z[l−1]),

where z[l−1] are called the logits. With this definition, the output of this network, f(x), can be

interpreted as a probability distribution over the m classes where each component f(x)i represents

the probability of the input x belonging to class i.

The goal of model alignment is to modify the source model such that it can extract features

similar to those of a witness model. In this chapter, we define a witness model as an independently

initialized and trained model that differs from the source model in at least one factor, such as

architecture, initialization, or training procedure. We denote the parameters of the source model

and the witness model as θs and θw, respectively. Let us consider the following pointwise formulation

of the alignment loss:

ℓa(x, θs, θw) = d(z[q]s (x), z[q]w (x)), (6.1)

where the metric d measures the output difference at layer q between the models.

During alignment, the parameters of the source model are fine-tuned to minimize this alignment

loss which captures the differences between models’ output. Specifically, when q = l, the alignment

loss measures the divergence between the probability distributions generated by the two models. In

this scenario, the Kullback-Leibler (KL) divergence is particularly suitable, due to its effectiveness in

measuring distribution differences and its relative ease of implementation in practice. Our analysis

and primary experimental results are based on this setting, where model alignment occurs in the

output space. We also explore the alignment in the embedding space (i.e., q < l), which is detailed

in our ablation study. The pointwise loss defined in (6.1) focuses on aligning the source model with a

single witness model. However, alignment can also be extended to multiple witness models to further

improve the alignment process. This process involves using a set of witness models, denoted as Θ,

with the number of witness models represented by |Θ|. Finally, the update rule for the parameters

of the source model based on SGD can be written as

θs(t + 1) = θs(t)− η
1

|B| |Θ|
∑
x∈B

∑
θw∈Θ

∇ℓa(x, θs(t), θw),

where B represents the mini-batch.
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Table 6.1: Evaluation of the change in the similarity between the source and witness
model after model alignment. We focus on aligning a Res50 with a Res18 and a ViT-B/16
with a ViT-T/16. We first evaluate the similarity between each original source model and its
corresponding witness model. This is then followed by an evaluation between the aligned model and
the witness model. To measure the similarity, we use the KL divergence, prediction agreement, and
the cosine similarity between the input gradients.

Source/Witness
KL Prediction Agreement Input Gradient Cosine Similarity

Before After Before After Before After

Res50 / Res18 0.63 0.31 80.7% 82.4% 0.043 0.096

ViT-B / ViT-T 0.75 0.24 78.9% 85.0% 0.026 0.063

6.4 Understanding Model Alignment

We now provide an understanding of the model alignment approach. To investigate the effect of

alignment, we first evaluate the change in the similarity between the source and witness models.

We then analyze the perturbations generated from the source model before and after alignment.

Finally, we conduct a geometric analysis to study the changes in the loss surface resulting from the

alignment process.

We summarize the key implementation details here and refer readers to Section 6.5.1 for addi-

tional information. ResNet50 and ViT-B/16 are used as source models, aligned with ResNet18 and

ViT-T/16, respectively, as their witness models. Using the ImageNet training set, the alignment

is performed for one epoch on the output layer (i.e., q = l in (6.1)), using KL divergence as the

distance metric d. All results presented in this section are averaged over 1000 randomly sampled

images from the ImageNet test set. We consider ℓ∞-norm adversarial examples generated using 20

iterations of PGD with ϵ = 4/255 and α = 1/255 (refer to (2.5) in Section 2.3). We use ∆xs and

∆xa to represent the perturbations generated based on the source and aligned models, respectively.

6.4.1 Evaluating Similarity between the Source and Witness Model

To study the similarity between the source and witness models before and after alignment, we

examine KL divergence and cosine similarity of input gradients, with the latter being particularly

important for its role in the attack processes. Additionally, we measure prediction agreement between

the two models:

Prediction Agreement =
1

N

N∑
i=1

I (arg max fs(xi) = arg max fw(xi)) ,

where N is the number of samples, fs(x) and fw(x) are the outputs of the source and witness models,

respectively, and I(·) is the indicator function. This metric represents the percentage of samples for

which the two models agree on the predicted class.

We first evaluate the similarity between each original source model and its corresponding witness

model. This is then followed by an evaluation between the aligned model and the witness model.

Table 6.1 presents the results, indicating reductions in KL divergence, increased cosine similarity,

and improved prediction agreement post-alignment.
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Figure 6.2: Frequency-domain visualization of the differences in the perturbation gen-
erated using the original and aligned model. We compare the magnitude of the DCT coef-
ficients between the perturbations generated by the two models: |DCT(∆xa)| − |DCT(∆xs)|. The
pronounced brightness in the top-left region of the spectrum indicates that the primary differences
lie within the low-frequency range, which is typically associated with semantic features.

6.4.2 Aligned Model Exploits More Semantic Features

To verify that attacks applied to the aligned model exploit more semantic features, we compare the

perturbations generated using the original and aligned source models.

Adversarial perturbations are imperceptible and difficult to characterize in terms of the specific

features they exploit in the spatial domain. However, by analyzing perturbations in the frequency

domain, we can observe the types of features each model exploits. Semantic features mostly con-

centrate around the low-frequency end of the spectrum, as demonstrated in Chapter 4 and stud-

ies such as Wang et al. (2020a) and Dong et al. (2019a). We consider discrete cosine transform

(DCT) (Ahmed et al., 1974) and compare the DCT coefficients of the perturbations generated

from the source and the aligned model, denoted as DCT(∆xs) and DCT(∆xa), respectively. Since

our interest lies in the magnitude of these coefficients, we visualize the difference by computing

|DCT(∆xa)| − |DCT(∆xs)|.
The results are illustrated in Figure 6.2. We observe that the differences between the perturba-

tions are predominantly located in the top-left corner of the DCT spectrum, indicating that they

primarily differ in the amount of low-frequency information. This result shows that adversarial per-

turbations generated from the aligned source model exploit more low-frequency, semantic features

compared to those generated from the original source model.

6.4.3 Model Alignment Yields Smoother Loss Surface

Previous works have studied the connection between perturbation from sharp loss maxima in the

input space and their poor transferability (Qin et al., 2022; Gubri et al., 2022). We extend this

geometric perspective by examining how model alignment affects the loss surface geometry of the

source model, particularly in its capacity to generate more transferable adversarial examples.

Let us first focus on the setting where (6.1) measures the KL divergence between the predictions

from the two models. During the alignment process, the parameters of the source model are fine-

tuned using soft labels based on the witness model’s outputs. Unlike one-hot labels, which assign a

probability of 1 to the target class and 0 to all others, soft labels represent a probability distribution
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Figure 6.3: Visualization of the loss surface around adversarial perturbations generated
from the original and aligned model. Each plot illustrates the loss surface projected on the
plane spanned by the direction of the adversarial perturbation and its orthogonal vector. We examine
the loss landscape surrounding a clean data point (cyan marker) and an ℓ∞-bounded adversarially
perturbed data point (red marker), generated from the source model (∆xs) and the aligned model
(∆xa). Notice that perturbations generated using the original source models are located at sharper
loss maxima, whereas the loss surface around the perturbation generated using the aligned model is
much flatter.

across all classes.

Training DNNs with soft labels prevents the model from becoming overly confident in its predic-

tions, thereby improving generalization (Szegedy et al., 2016; He et al., 2019; Hinton et al., 2015;

Müller et al., 2019). Compared to using hard, one-hot encoded labels, it has been shown that train-

ing with soft labels implicitly regularizes the norm of the input Jacobian (Carratino et al., 2022;

Zhang et al., 2021), and leads to smoother decision boundaries (Zhang et al., 2018; Verma et al.,

2019).

To understand why model alignment can be helpful, we begin by identifying a data point for

which the perturbation, when generated based on the original source model, fails to transfer to the

target model, but the perturbation generated using the aligned model misleads the target model.

In Figure 6.3, we visualize the loss surface surrounding this data point, spanned by two pairs of

orthogonal vectors: ∆xs, ∆x⊥
s , ∆xa and ∆x⊥

a . Here, ∆x⊥
s and ∆x⊥

a are randomly selected orthog-

onal vectors and are also bounded by the same ϵ. In each plot, the center of the plot (cyan marker)

represents the clean data point, and the adversarial example is highlighted using the red marker.

We make two observations. First, the bright yellow region around the perturbations generated

from the original source model suggests that they are located at sharp loss maxima. However,

these same perturbations do not effectively cause a significant increase in loss when applied to the

target model. This observation aligns with previous findings indicating that perturbations with poor

transferability often correspond to sharp local maxima unique to the source model, which are not

present in the target model (Gubri et al., 2022; Qin et al., 2022). Second, the loss surface around

perturbations generated from the aligned model is noticeably flatter. This is in line with prior

findings that adversarial perturbations from flatter maxima tend to be transferable (Gubri et al.,

2022; Qin et al., 2022). It is noteworthy that the PGD attack does not explicitly target flat maxima

for generating adversarial examples. This observation leads us to hypothesize that the smoothing

effect induced by the alignment process is more global, rather than being confined to specific cases

of adversarial examples.
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Table 6.2: Evaluation of the ℓ2-norm of the gradient (∥∇xℓ(x + ∆x, y, θ)∥2) and the largest
eigenvalue of the Hessian (λmax(∇2

xℓ(x+ ∆x, y, θ))) on the original (θs) and aligned model
(θa). Results are averaged over 1000 randomly selected ImageNet test samples. In addition to the
original test data (∆x = 0), we consider two types of perturbations: ∆x ∈ {Gaussian,PGD}. Notice
that both the gradient norm and the largest eigenvalue decrease significantly when evaluated on all
three types of input, suggesting that the smoothing effect induced by the alignment is more global,
rather than being confined to specific cases of adversarial examples.

Source / Witness Res50 / Res18 ViT-B/16 / ViT-T/16

Metric ∥∇xℓ(x+∆x, y, θ)∥2 λmax(∇2
xℓ(x+∆x, y, θ)) ∥∇xℓ(x+∆x, y, θ)∥2

∆x θs θa θs θa θs θa

0 0.056 0.032 4.16 1.25 0.060 0.029

Gaussian 0.057 0.032 4.34 1.27 0.063 0.029

PGD 0.453 0.171 0.10 0.05 0.184 0.055

To verify this, we evaluate the change in 1. the ℓ2-norm of the gradients and 2. the maxi-

mum eigenvalue of the Hessian w.r.t. clean, Gaussian-perturbed (σ2 = 0.01), and PGD-perturbed

inputs. More formally, we compare ∥∇xℓ(x + ∆x, y, θ)∥2 and λmax(∇2
xℓ(x + ∆x, y, θ) for ∆x ∈

{0,Gaussian,PGD} for θ ∈ {θs, θa} over 1000 randomly sampled ImageNet test samples. As Py-

Torch currently does not support computing second-order derivatives for ViT models, we only include

results for Res50 for the Hessian and consider both Res50 and ViT-B/16 for the gradient norm.

The results are summarized in Table 6.2. We observe a significant decrease in both the gradient

norm and the largest eigenvalue across all inputs, and the reduction is particularly pronounced at

PGD-perturbed data points. This decrease is consistent with the previous finding which demon-

strated a connection between the use of soft labels and the smoothing of the loss surface (Carratino

et al., 2022; Zhang et al., 2021). More importantly, this observation supports our hypothesis that

the improved transferability of adversarial examples generated from the aligned model is due to the

smoothing of the loss surface.

6.5 Experiments

In this section, we present a series of experiment results to demonstrate the improved ability of a

given source model to generate transferable adversarial perturbations. We study factors that can

further improve the alignment process and demonstrate the compatibility of our approach with a

wide range of attacks.

6.5.1 Experiment Setup

Model: We consider a variety of neural network architectures as the source, witness, and tar-

get models. For CNN-based models, we include ResNet18 (Res18), ResNet50 (Res50), ResNet101

(Res101) (He et al., 2016b), VGG19 (Simonyan et al., 2015), DenseNet121 (DN121) (Huang et al.,

2017), and Inception-v3 (IncV3) (Szegedy et al., 2016). For ViT-based architectures, our selec-

tion includes ViT-T/16, ViT-S/16, ViT-B/16 (Dosovitskiy et al., 2021), and Swin Transformers

(SWIN) (Liu et al., 2021). We follow the optimization schedule described in the official Pytorch

repository to train all models. Training and model details are included in Appendix 6.A.
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Fine-tune: During alignment, all source models are fine-tuned for one epoch using SGD with a

momentum of 0.9, sweeping over 3 learning rates. No additional data is used during the process, as

fine-tuning relies exclusively on the same training data used to train the source and witness models.

We use a fixed batch size of 128 for CNN-based models and 512 for ViT-based models. We use a

cosine decay learning rate schedule with a linear warmup. For ViT-based models, we follow (Steiner

et al., 2021) and gradients are clipped at a global norm of 1.

These configurations apply to all experiments presented in this chapter. For the main results

in Table 6.3, alignment is performed using a single witness model, focusing on the output layer

(i.e., q = l in (6.1)) and using KL divergence as the distance d. In the ablation study, we explore

multi-witness alignment as well as alignment in the embedding space (i.e., q < l), using different

embedding-space distillation methods.

Dataset: We follow previous work (Dong et al., 2018; Lin et al., 2020) in which evaluations are

based on 1000 images from the ImageNet test set. For a given source and target model, these

samples meet the following criteria: they are correctly classified by both models, and the adversarial

examples, when generated from each model, lead to misclassifications in their respective originating

models. The samples are initially selected uniformly and independently from the test set, and only

those meeting the criteria are included.

Attack method: We focus on non-targeted adversarial perturbations constrained by the ℓ∞-norm.

Unless otherwise stated, all perturbations are generated using 20 iterations of PGD with ϵ = 4/255

and α = 1/255 (refer to (2.5) in Section 2.3). All target models have an error rate of 100% under

white-box PGD attacks. Results with different attack methods and larger values of ϵ are included

in the ablation study.

Metric: We measure transferability using the error rate, with a higher rate indicating greater

transferability. In the tables of this section, we first present a row labeled ‘n/a’ to denote the error

rate for perturbations generated by the original source model. We then demonstrate the change in

transferability after alignment following the +/− sign. A larger change indicates a greater increase

in transferability resulting from using the aligned model. All results presented in this section are

obtained from the average of three independent runs.

6.5.2 Model Alignment Improves Transferability

To demonstrate the improved transferability of perturbations generated using the aligned source

model, we evaluate across a diverse set of neural network architectures for both source and witness

models, focusing on the transferability to an extensive array of target models. Table 6.3 shows the

original error rates and their changes after using the aligned model. We make two key observations.

First, the model alignment approach can transform any given source model into one from which

the PGD attack generates more transferable perturbations. Such an improvement can be observed

across various combinations of source and witness models and is evident in all evaluated target

models. This clear improvement validates our approach, showing that aligning the source model

can lead to the generation of more transferable adversarial perturbations. Notably, both CNN and

ViT-based source models can benefit from the alignment process. Recent studies have shown that

the transferability between ViTs and CNNs is poor, and many attack algorithms do not generalize

well to ViTs (Naseer et al., 2021; Wei et al., 2022; Mahmood et al., 2021). Our model alignment

method offers a promising solution to bridge this gap.
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Table 6.3: Aligning the source model can lead to the generation of more transferable
adversarial examples (%).The result demonstrates the increase in error rates when adversarial
examples generated from aligned source models are applied to different target models. Our method
improves the transferability of adversarial examples generated from a wide range of architectures,
including both CNNs and ViTs.

Source Witness
Target

Res18 Res50 Res101 VGG19 DN121 IncV3 ViT-T/16 ViT-S/16 ViT-B/16 SWIN

Res50

n/a 44.52 61.51 53.01 43.47 50.59 36.05 25.58 21.54 18.86 22.65

Res50 +9.60 +9.90 +8.12 +6.59 +8.98 +4.79 +0.67 +0.65 +0.42 +2.65

VGG19 +8.30 +7.88 +7.41 +9.17 +9.93 +6.76 +0.75 +0.52 +0.17 +1.97

DN121 +9.39 +10.82 +8.40 +8.41 +12.41 +7.21 +1.87 +2.02 +0.38 +2.61

IncV3 +7.69 +7.52 +5.99 +5.56 +9.19 +8.23 +2.29 +0.30 +0.24 +3.01

ViT-B/16 −9.41 −19.39 −17.48 −10.04 −12.76 −8.49 −3.25 −2.69 −1.14 −4.17

SWIN −9.23 −16.21 −14.30 −7.27 −10.02 −5.53 −2.72 −2.93 −2.36 −2.73

VGG19

n/a 33.49 30.10 26.13 79.43 32.07 30.62 23.27 19.85 18.66 23.09

Res50 +7.19 +4.16 +2.76 +5.19 +7.62 +5.91 +3.45 +1.20 +1.36 +1.12

VGG19 +4.66 +2.10 +1.77 +7.30 +3.44 +1.74 +2.64 +0.68 +1.39 +0.90

DN121 +6.35 +3.52 +5.07 +10.60 +10.45 +5.03 +4.09 +2.36 +2.58 +1.31

IncV3 +4.91 +1.57 +1.66 +3.82 +4.94 +4.33 +2.70 +0.61 +0.61 +1.04

ViT-B/16 −4.34 −5.68 −5.01 −24.66 −5.11 −3.67 −0.83 −0.37 +0.77 −2.53

SWIN −3.24 −5.83 −4.01 −21.91 −6.48 −4.05 −1.11 −0.73 +0.64 −2.96

DN121

n/a 40.20 44.01 37.15 40.84 61.15 32.28 23.68 20.34 18.21 23.56

Res50 +11.67 +12.96 +8.37 +7.32 +11.68 +5.41 +1.69 +0.46 +1.00 +1.59

VGG19 +9.02 +6.38 +4.88 +12.34 +7.87 +3.77 +2.72 +0.04 +1.22 +0.94

DN121 +12.56 +11.60 +10.48 +9.10 +15.47 +6.84 +3.99 +1.59 +1.24 +1.86

IncV3 +8.08 +10.50 +9.88 +9.91 +12.76 +7.24 +3.81 +1.23 −0.02 +2.79

ViT-B/16 −3.08 −8.43 −7.78 −6.67 −12.96 −1.78 +2.06 +1.26 +1.22 −2.78

SWIN −4.13 −8.57 −5.34 −6.11 −10.21 −4.64 +0.54 −0.16 +1.21 −1.88

IncV3

n/a 30.68 27.49 25.02 33.47 30.98 51.80 22.99 18.77 17.72 20.94

Res50 +4.92 +6.59 +4.27 +5.49 +5.74 +4.49 +1.71 +2.26 +2.74 +2.23

VGG19 +4.65 +2.69 +3.10 +5.70 +3.39 +4.36 +1.05 −0.54 +0.38 +0.53

DN121 +4.50 +6.38 +2.13 +7.35 +6.52 +8.89 +3.54 +0.68 +1.41 +1.45

IncV3 +1.78 +3.91 +3.70 +3.53 +3.06 +8.75 +1.79 +0.49 +1.41 +1.75

ViT-B/16 +0.47 −1.13 −2.97 −0.77 −1.35 −8.20 +2.92 +1.64 +2.07 −0.23

SWIN −0.49 −3.36 −3.85 −3.29 −4.54 −12.82 +0.09 +0.76 +1.13 −1.34

ViT-B/16

n/a 23.05 19.67 18.30 21.83 21.96 21.52 36.44 44.58 51.27 21.22

Res50 +17.53 +12.89 +12.23 +14.83 +16.66 +15.76 +43.47 +37.17 +29.16 +21.16

VGG19 +10.89 +9.49 +9.77 +14.23 +12.65 +10.94 +39.63 +31.65 +21.30 +14.97

DN121 +17.15 +13.92 +12.28 +15.38 +17.68 +16.96 +47.36 +41.88 +31.22 +21.87

IncV3 +15.41 +11.87 +11.31 +15.09 +14.23 +16.46 +46.07 +40.39 +28.87 +19.92

ViT-B/16 +5.14 +2.04 +2.07 +4.79 +2.87 +4.53 +24.04 +23.14 +21.93 +6.34

SWIN +6.31 +5.75 +5.92 +8.12 +7.46 +7.28 +39.11 +36.49 +28.61 +14.62
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Second, we find that CNN-based source models generally benefit from aligning with other CNN-

based models, rather than with ViT-based models. On the other hand, the ViT-B/16 source model

can benefit from aligning with witness models from both CNN and ViT families. We provide a

possible explanation for this phenomenon. Previous studies have shown that ViTs and CNNs learn

distinctively different features (Zhou et al., 2022; Raghu et al., 2021). Specifically, Raghu et al.

(2021) focused on early-layer representations learned by the two models and showed that more

ResNet layers are required to be modified to match hidden representations of a ViT, compared to

the other way around. In the context of model alignment, this suggests an asymmetric behavior in

the alignment process; namely, it might be easier to align ViTs with CNNs than to align CNNs with

ViTs.

Choosing the witness model: The main goal of Table 6.3 is to demonstrate that the improved

transferability is not limited to particular choices of witness models. The result also highlights

the effectiveness of a straightforward, model-selection-free self-alignment strategy. This is evident

from the consistent improvement observed when the source and witness models share the same

architecture, but are initialized and trained independently. The selection of witness models is further

explored in our ablation studies.

Regularization to prevent overfitting: A prolonged alignment process may inadvertently

cause overfitting to the witness model, thereby diminishing the gains in transferability. To counteract

overfitting, regularization methods can be implemented. For example, we apply early stopping and

limit the alignment to a single epoch. Moreover, an ensemble of witnesses can be used to avert

overfitting to any singular witness model. Results with multiple witness models are discussed in

Section 6.5.3. Furthermore, when aligning by minimizing KL divergence, adjusting the temperature

scaling within the softmax function can be an effective measure to prevent the exact replication of

the witness model’s predictions by the source model.

6.5.3 Ablation Studies

We conduct several ablation studies to investigate factors that could further improve the alignment

process. Additionally, we demonstrate that our approach is compatible with a wide range of attack

algorithms.

Smaller Witness Model Might Boost Learning Shared Features.

Results in Table 6.3 indicate that DN121, which has the fewest parameters, frequently emerges as a

more effective witness model. This motivates us to investigate the role of the capacity of the witness

model during the alignment. While several factors contribute to a model’s capacity, such as its

structure, the normalization techniques, and its non-linear activations, our study primarily focuses

on the number of parameters as a proxy for capacity. With this in mind, we consider three models

each from the ResNet and ViT families.

Table 6.4 summarizes the results of the model capacity analysis, pointing to one key observation.

Model alignment is more effective when the witness models have a smaller model capacity. For

instance, when using Res101 as the source model, alignment with the lower capacity Res18 as the

witness model is more beneficial than alignment with Res50. This matches the previous findings in

Table 6.3.
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Table 6.4: Analysis on the impact of witness model capacity on the alignment process
(%). We observe a greater improvement in the transferability of adversarial perturbations when the
source model is aligned with witness models of smaller capacity.

Source Witness
Target

Res18 Res50 Res101 VGG19 DN121 IncV3 ViT-T/16 ViT-S/16 ViT-B/16 SWIN

Res18

n/a 64.10 45.85 37.09 42.96 48.57 37.31 27.52 21.12 20.57 21.31

Res50 −1.94 +0.41 −0.74 +0.82 −1.24 −1.78 +0.26 +1.33 +0.42 +1.48

Res101 −5.13 −3.92 −2.70 −1.75 −1.39 −0.22 +0.53 +0.25 +0.03 +0.48

Res50

n/a 44.52 61.51 53.01 43.47 50.59 36.05 25.58 21.54 18.86 22.65

Res18 +35.30 +26.56 +25.20 +24.38 +27.86 +19.18 +5.49 +2.85 +1.61 +9.60

Res101 +4.27 +3.02 +3.93 +3.61 +4.41 +3.60 +1.86 −0.54 +0.14 +1.36

Res101

n/a 38.84 54.63 62.95 39.24 49.93 34.77 23.01 20.12 19.07 22.90

Res18 +40.64 +35.11 +27.78 +29.63 +33.20 +28.42 +10.10 +5.70 +2.37 +13.99

Res50 +14.97 +19.56 +16.97 +13.50 +17.07 +10.41 +4.04 +0.98 +1.44 +4.81

ViT-T/16

n/a 28.77 23.45 21.05 25.41 25.45 25.22 63.89 40.47 29.62 22.97

ViT-S/16 +0.30 +0.70 +1.02 +2.76 +0.54 +0.69 +7.01 +3.77 +2.92 +0.42

ViT-B/16 +0.86 −0.18 −1.11 +1.15 +0.47 +0.81 +5.09 +4.32 +3.55 −1.57

ViT-S/16

n/a 24.27 20.48 18.86 21.85 21.90 22.96 47.34 52.09 43.85 23.87

ViT-T/16 +9.64 +6.65 +6.29 +8.51 +10.66 +7.58 +40.53 +32.27 +26.10 +12.35

ViT-B/16 +3.10 +1.21 +2.87 +3.75 +3.19 +3.36 +19.07 +17.44 +13.81 +4.73

ViT-B/16

n/a 23.05 19.67 18.30 21.83 21.96 21.52 36.44 44.58 51.27 21.22

ViT-T/16 +10.13 +9.71 +8.42 +10.71 +11.30 +9.89 +51.72 +44.99 +34.69 +20.01

ViT-S/16 +7.30 +4.57 +4.53 +4.75 +6.21 +6.34 +36.47 +35.66 +29.43 +12.00

We provide one interpretation of this observation. Smaller models might tend to focus more

on learning semantic features for generalization, as they lack the capacity of larger models to learn

imperceptible features. Therefore, when a source model is aligned with a smaller model, it is steered

towards learning more semantic features that are commonly shared across different models, thereby

leading to more transferable perturbations.

More Witness Models, Higher Transferability

Evaluations in Table 6.3 focus on alignment using a single witness model. However, aligning the

source model with multiple witness models can encourage learning features extracted by a group

of witness models, potentially increasing transferability even further. This approach also serves as

an effective strategy to prevent overfitting to a single witness model. Table 6.5 demonstrates the

results of using an increasing number of Res18 models to align with Res50. While we do observe

that a greater number of witness models tends to result in more transferable perturbations, the im-

provement is modest. This result suggests that simply quadrupling the number of witness models,

without considering their diversity, does not lead to a proportional improvement in transferabil-

ity. Developing a strategy for selecting optimal number and type of witness models represents an

interesting direction for future research.

Alignment in the Embedding Space Can Further Improve Transferability.

Recent advances in knowledge distillation highlight the potential benefits of aligning intermediate

representations over aligning outputs (Ma et al., 2022c; Chen et al., 2021; Park et al., 2019). Mo-
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Table 6.5: Aligning the Res50 source model with multiple Res18 as witness models (%).
Using an increasing number of Res18 witness models during the alignment process results in a
modest improvement in transferability for adversarial examples generated from the aligned Res50.
This result suggests that simply quadrupling the number of witness models, without considering
their diversity, does not lead to a proportional improvement in transferability.

# Witness
Target

Res18 Res50 Res101 VGG19 DN121 IncV3 ViT-T/16 ViT-S/16 ViT-B/16 SWIN

n/a 44.52 61.51 53.01 43.47 50.59 36.05 25.58 21.54 18.86 22.65

1 +35.30 +26.56 +25.20 +24.38 +27.86 +19.18 +5.49 +2.85 +1.61 +9.60

2 +35.01 +27.83 +24.82 +24.50 +27.88 +19.31 +8.28 +3.82 +1.19 +10.67

3 +34.69 +27.69 +27.39 +24.37 +29.44 +21.51 +8.19 +4.49 +3.27 +11.74

4 +35.57 +27.63 +27.94 +25.12 +28.61 +21.81 +8.29 +5.00 +3.78 +12.15

Table 6.6: Improving transferability via embedding space alignment (%). We focus on
Res50 and ViT-B/16 as source models, and they are aligned using a Res18 and a ViT-T/16 as the
witness model, respectively. Both models demonstrate improved adversarial transferability when
alignment is performed directly in the embedding space.

Source Method
Target

Res18 Res50 Res101 VGG19 DN121 IncV3 ViT-T/16 ViT-S/16 ViT-B/16 SWIN

Res50

n/a 44.52 61.51 53.01 43.47 50.59 36.05 25.58 21.54 18.86 22.65

KL +35.30 +26.56 +25.20 +24.38 +27.86 +19.18 +5.49 +2.85 +1.61 +9.60

RKD +2.95 +2.12 +2.80 +2.78 +3.35 +4.09 −1.26 −0.53 −0.36 +0.21

EGA +35.35 +23.56 +27.09 +24.69 +28.94 +22.00 +10.12 +4.62 +3.80 +10.37

HINT +5.95 +6.55 +5.27 +5.43 +9.54 +4.34 +2.55 −0.01 +1.24 +2.58

NCE +21.51 +19.25 +20.39 +16.06 +19.70 +13.29 +6.78 +3.38 +1.06 +6.73

ViT-B/16

n/a 23.05 19.67 18.30 21.83 21.96 21.52 36.44 44.58 51.27 21.22

KL +10.13 +9.71 +8.42 +10.71 +11.30 +9.89 +51.72 +44.99 +34.69 +20.01

RKD +13.40 +8.47 +8.79 +11.54 +10.25 +11.37 +46.07 +43.41 +34.02 +17.51

EGA +12.55 +10.21 +9.21 +11.39 +9.30 +12.05 +53.08 +44.65 +33.50 +21.40

HINT +12.78 +10.02 +9.84 +12.21 +12.07 +12.31 +53.41 +47.05 +38.50 +25.51

NCE +8.90 +8.48 +7.16 +9.00 +7.26 +7.92 +45.09 +41.84 +32.57 +15.47

tivated by these findings, our study investigates model alignment on the hidden representations of

the source model and the witness model. We focus on Res50 and ViT-B/16 as source models, and

they are aligned using a Res18 and a ViT-T/16 as the witness model, respectively. We set q in (6.1)

to the layer just before the fully-connected layer. We evaluate four embedding-space distillation

methods: Relational Knowledge Distillation (RKD) (Park et al., 2019), Embedding Graph Align-

ment (EGA) (Ma et al., 2022c), Intermediate-level Hints (HINT) (Romero et al., 2014) and Noise

Contrastive Estimation (NCE) (Chen et al., 2021). Those methods correspond to different choices

of distance metric d in (6.1).

The results are summarized in Table 6.6, with the second row representing output-space align-

ment using KL divergence for comparison. We observe that both models can benefit from the

embedding-space alignment methods. These promising results pave the way for further exploration

of embedding-space model alignment in the context of improving adversarial transferability.
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Table 6.7: Compatibility of model alignment with different attack algorithms (%). The
Res50 and ViT-B/16 source models are aligned with a Res18 and ViT-T/16 witness model, respec-
tively. Each entry begins with the error rate for perturbations generated by the original source
model. Then, this is followed by the change in the error rate after model alignment. The results
demonstrate that the model alignment process enhances the effectiveness of all attack algorithms.

Source Attack
Target

Res18 VGG19 DN121 IncV3 ViT-B/16 SWIN

Res50

MI 75.54 + 20.23 71.46 + 19.97 79.60 + 16.31 59.08 + 22.22 25.19 + 7.87 37.04 + 16.02

NI 59.71 + 21.99 56.30 + 19.14 59.56 + 19.90 46.45 + 15.59 26.66 + 3.62 28.62 + 8.41

VMI 85.26 + 12.70 83.16 + 13.13 88.09 + 9.72 71.98 + 16.68 29.62 + 8.32 49.13 + 15.45

VNI 86.92 + 11.18 85.64 + 11.36 90.47 + 8.21 73.60 + 16.40 29.15 + 8.58 46.64 + 16.75

SINI 67.43 + 17.05 61.73 + 11.87 65.82 + 13.34 53.74 + 11.96 26.07 + 3.03 30.59 + 5.29

TI 71.31 + 21.67 64.87 + 20.13 73.95 + 16.85 53.13 + 19.18 25.58 + 7.59 30.00 + 11.71

DI 87.95 + 11.03 82.12 + 15.88 90.02 + 9.40 77.78 + 15.45 27.48 + 8.69 43.20 + 21.83

ViT-B/16

MI 33.73 + 15.60 35.24 + 12.06 32.29 + 13.51 33.97 + 11.85 71.48 + 24.13 33.57 + 20.87

NI 35.10 + 6.93 35.58 + 4.58 31.93 + 7.44 33.67 + 5.70 53.55 + 17.73 30.69 + 8.60

VMI 35.59 + 18.65 37.82 + 14.72 34.55 + 16.12 34.42 + 15.15 77.20 + 19.14 37.63 + 21.75

VNI 33.99 + 22.45 37.19 + 17.16 32.59 + 19.92 33.19 + 20.83 80.07 + 17.44 38.19 + 21.89

SINI 36.68 + 11.40 36.56 + 7.49 33.12 + 9.63 35.87 + 9.70 62.07 + 9.97 33.02 + 10.26

TI 36.85 + 29.96 32.74 + 24.05 35.48 + 25.98 32.99 + 21.31 67.16 + 27.23 32.50 + 25.52

DI 41.75 + 30.79 39.03 + 30.42 41.40 + 26.69 38.62 + 30.51 84.10 + 13.70 42.09 + 29.79

Model Alignment is Compatible with Other Transfer-enhancing Methods.

To demonstrate that model alignment is compatible with a wide range of attack algorithms, we

extend our analysis to include additional transfer-enhancing attacks. This includes optimization-

based methods such as MI-FGSM (Dong et al., 2018), NI-FGSM/SINI-FGSM (Lin et al., 2020) and

VMI-FGSM/VNI-FGSM (Wang et al., 2021b). We also include data-augmentation-based methods

such as TI-FGSM Dong et al., 2019b and DI-FGSM (Xie et al., 2019). Moreover, we consider a

larger ℓ∞-norm constraint of ϵ = 8/255 with a step size of α = 2/255, and double the number of

iterations to 40.

The results are summarized in Table 6.7. Each entry begins with the error rate for perturbations

generated by the original source model. Then, this is followed by the change in the error rate after

model alignment. We observe that all considered attack algorithms can leverage the aligned source

model to improve transferability. In addition to the attacks included in the table, we also consider

LinBP (Guo et al., 2020b), a model-modification-based attack, which does not require the training

of additional models. The implementation of LinBP is readily available for Res50. When using

a standard Res50 as the target model, MI-FGSM-LinBP-generated perturbations from the aligned

Res50 show a 3.59% increase in transferability compared to those from the original, unaligned Res50.

Model modification-based attacks: In addition to the attacks included in the table, we show

that model alignment can be integrated with LinBP (Guo et al., 2020b) and BPA (Wang et al.,

2024), two model-modification-based methods. We compare the transferabilty of MI-FGSM-LinBP

and PGD-BPA perturbations from the aligned Res50 to those from the original, unaligned Res50. In

Table 6.8, we observe increased transferability across all target models, with an average increase of
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Table 6.8: Compatibility of model alignment with model modification-based transfer-
enhancing attack algorithms (%). We focus on Res50 source models, which is aligned with a
Res18 as the witness model. The aligned models are denoted as Res50∗. Model alignment can be
integrated with model modification-based methods.

Attack Source
Target

Res18 Res50 VGG19 DN121 IncV3 ViT-T SWIN

MI-FGSM-LinBP
Res50 87.89 93.55 84.08 88.57 71.19 43.16 46.19

Res50* 97.27 96.27 93.07 95.61 86.04 56.25 57.71

PGD-BPA
Res50 51.06 63.98 51.54 58.24 34.02 12.0 11.04

Res50* 76.76 81.98 70.62 77.98 53.18 19.3 20.06

Table 6.9: Improved transferability from using aligned models in an ensemble (%). Per-
turbations from the aligned model (Res50*) demonstrate higher transferability compared to those
from an ensemble of source and witness models.

Source
Target

Res18 Res50 Res101 VGG19 DN121 IncV3 ViT-T/16 ViT-S/16 ViT-B/16 SWIN

Res18 87.53 67.411 52.074 58.85 67.12 50.22 31.88 24.65 19.16 30.91

Res50 66.97 85.02 72.14 64.88 75.89 49.56 32.14 25.23 22.58 28.96

Res50* 92.03 95.73 89.86 90.60 92.51 71.42 44.12 33.24 25.51 49.12

Res50 + Res18 91.25 91.56 80.60 75.90 85.36 60.11 19.01 15.95 10.90 27.10

2×Res50* 98.70 99.44 98.32 96.09 98.71 84.65 38.98 25.71 15.42 57.30

2×(Res50 + Res18) 97.69 98.73 96.81 92.95 98.32 78.61 23.87 18.06 12.25 41.77

9.66% and 16.86%, respectively. These results demonstrate that model alignment can be effectively

combined with model modification-based attacks to further improve transferability.

Note that the evaluation data selection strategy in Table 6.8 differs slightly from that in Table 6.7,

where perturbations are generated from both the source and target models, and transferability

evaluations are based on those misclassified by their originating models. Our evaluation considers

a wide range of target model architectures. However, since the attack algorithms are only available

for limited architectures, making it difficult to generate perturbations from some target models. As

such, results for MI-FGSM-LinBP and PGD-BPA are evaluated on 1000 randomly selected inputs

and are not included in Table 6.7 with other attacks.

Ensemble attacks: Given that an additional witness model is involved in the attack process,

it is important to compare perturbations produced by an aligned model with those generated by an

ensemble of the original source and witness model. In Table 6.9, we first demonstrate transferability

using the original Res18 and Res50, followed by a Res50 aligned with Res18 (Res50*). Next, we

incorporate the ensemble in logits scheme (Dong et al., 2018) into the PGD attack, and consider three

scenarios: an ensemble of the source and witness models (Res50+Res18), an ensemble of two aligned

models (2×Res50*), and an ensemble of two pairs of source-witness models (2×(Res50+Res18)).

We make two observations. First, perturbations from a single aligned model demonstrate higher

transferability compared to those from an ensemble of source and witness models, and an ensemble

of two aligned models not only further improves transferability but also surpasses the performance

of the four-model ensemble. Beyond the improved transferability, model alignment brings the added
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benefits of faster inference times and lower memory requirements, presenting a significant advantage

over conventional ensemble approaches. Second, when targeting ViTs, perturbations generated from

ResNet ensembles exhibit limited transferability. For instance, using an ensemble of aligned Res50

models underperforms compared to using just a single aligned Res50. This observation is in line with

the previous result (Ma et al., 2023b), underscoring the specific challenges in transferring attacks

between different architectures.

6.6 Conclusions

In this work, we proposed model alignment as a novel perspective in improving the transferability

of adversarial examples. During alignment, the parameters of the source model are fine-tuned to

minimize an alignment loss which measures the divergence in the predictions between the source

and the witness model. We conduct a geometric analysis to study the changes in the loss landscape

resulting from this process to better understand the underlying effect of model alignment. Extensive

experiments on the ImageNet dataset demonstrate that perturbations generated from aligned source

models exhibit significantly higher transferability than those from the original source model.

6.6.1 Challenges and Limitations

Theoretical Analysis: A limitation of our study is the absence of a theoretical framework to

understand the model alignment process, and we consider it as future work. Our analysis is primarily

empirical, focusing on observing the perturbation differences and studying the effects of model

alignment on the loss surface. Having a theoretical framework to understand our method could

be helpful in developing new training strategies, which could directly result in source models that

achieve the same outcomes as those attained through the model alignment process.

Limited Improvement on ViTs: We observed that when CNN-based models are aligned using

ViTs, the improvement in adversarial transferability across most target models is less significant

compared to alignment using CNN-based models. However, the inverse is not true: ViT-based

models aligned using CNNs show a substantial improvement in transferability across all target

models. Future work could investigate the reasons for this discrepancy and develop alignment

strategies specifically designed for cross-architecture alignment.

Appendices

6.A Implementation Details

In the following, we provide additional details on the training configurations used in our experiments.

The source code for our method is available at https://github.com/averyma/model-alignment.

For all models considered in this work, we adhere to the optimization configurations as detailed in

the official PyTorch repository.1

CNN-based models: All CNN-based models are trained using the same configurations. Those

models include ResNet18 (Res18), ResNet50 (Res50), ResNet101 (Res101), VGG19, DenseNet121

1https://github.com/pytorch/vision/tree/main/references/classification

https://github.com/averyma/model-alignment
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(DN121), and Inception-v3 (IncV3). They are trained for 90 epochs using SGD with an initial

learning rate of 0.1 and a momentum coefficient of 0.9. We start training with a 5-epoch learning

rate warmup, followed by a cosine decay schedule. The batch size is set at 256.

ViT-based models: The ViT-based models include ViT-T/16, ViT-S/16, ViT-B/16, and Swin

Transformers (SWIN). They are all trained for 300 epochs using AdamW. The initial learning rates

are set at 0.003 for ViT models and 0.001 for SWIN. For the ViT’s, training begins with a 30-epoch

learning rate warmup, followed by a cosine decay schedule, whereas for SWIN, the warmup is 20

epochs. The batch size is set at 1024. We use label smoothing during training. To ensure training

stability, the global gradient norm is clipped at 1.

Data augmentations: For the training of all CNN-based models, augmentation techniques are

random resizing, cropping, and flipping. For the training of all ViT-based models, we further

incorporate Mixup (Zhang et al., 2018) and Cutmix (Yun et al., 2019). Only random resizing,

cropping and flipping are used during the alignment process. Specifically, RandAugment (Cubuk et

al., 2020) is applied to ViT’s, while TrivialAugment (Müller et al., 2021) and random erasing (Zhong

et al., 2020) are applied to SWIN.

Model definitions: All model definitions are obtained from the torchvision library (maintainers

et al., 2016), with the exceptions of IncV3, ViT’s, and SWIN, which are obtained from the timm

library (Wightman, 2019).

Attack algorithms: All the attack algorithms used in this work are provided by the Torchattacks

library (Kim, 2020).

Alignment in the embedding space: When using a witness model with a different architec-

ture than the source model, the dimensions of their hidden representations are likely to be dif-

ferent, i.e., dim(z
[qs]
s (x)) ̸= dim(z

[qw]
w (x)), where qs and qw represent the layers just before the

fully-connected layer in their respective models. To address this dimensional mismatch, we follow

previous work (Park et al., 2019; Ma et al., 2022c; Romero et al., 2014; Chen et al., 2021) and apply

a linear projection to zs so its dimension matches that of zw. The weights of the linear projection

are treated as trainable parameters during the alignment process.

6.B Experiments on Additional Datasets

We focus on the ImageNet dataset in Section 6.5. Here, we supplement our results with experiments

on Stanford Cars (Krause et al., 2013) and Food101 (Bossard et al., 2014). On Stanford Cars,

SWIN is aligned using Res50. On Food101, Res50 is aligned using ConvNeXt-B (Liu et al., 2022).

Results in Table 6.10 show that the improved transferability achieved through model alignment is

also evident on other datasets.

6.C Improved Transferability on Defended Models

Evaluations in Section 6.5 are based on models without any defense mechanism. That is, all target

models are trained by minimizing the cross-entropy loss on the unperturbed training data. To

further demonstrate our approach, we evaluate using a normally trained Res50 with five defense

mechanisms, Bit-Red Xu et al., 2018, JPEG Guo et al., 2018, FD Liu et al., 2019, RS Cohen et

al., 2019, NRP Naseer et al., 2020. We adhere to the exact configuration of the defense methods
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Table 6.10: Improved transferability via model alignment on other datasets (%). we sup-
plement our results with experiments on Stanford Cars (Krause et al., 2013) and Food101 (Bossard
et al., 2014). Aligned models are denoted using *. Results show that the improved transferability
achieved through model alignment is also evident on additional datasets.

Dataset Source
Target

ConvNeXt-B ViT-B

Stanford Cars
SWIN 68.77 17.6

SWIN* 88.89 50.67

Dataset Source
Target

SWIN ViT-B

Food101
Res50 26.67 12.36

Res50* 31.88 16.16

Table 6.11: Improved transferability on models equipped with defense methods (%). We
supplement our results by evaluating the transferability of perturbations on models equipped with
defense mechanisms. In particular, we evaluate using a normally trained Res50 with five defense
mechanisms. We adhere to the exact configuration of the defense methods as described in (Xie et al.,
2019). We also consider an adversarially trained Res50 (AT) (Wong et al., 2019a).

Source
Defense

n/a AT Bit-Red JPEG FD RS NRP

Res50 61.51 48.06 49.22 38.81 43.77 35.41 33.01

Res50* 88.07 52.15 54.70 53.03 50.59 43.99 41.19

as described in Xie et al. (2019). We also consider an adversarially trained Res50 (AT) (Wong

et al., 2019a). Results in Table 6.11 show that although the defense methods can generally reduce

transferability, using the aligned model still results in a significant improvement in transferability

compared to the original source model.



Chapter 7

Concluding Remarks

In this thesis, we investigated adversarial robustness in deep learning from multiple perspectives. We

began by focusing on the optimization process of training neural networks–both in terms of objectives

and algorithms. In Chapter 3, we introduced SOAR, a novel training objective that improves

adversarial robustness without relying on computationally expensive adversarial data generation,

and we empirically validated its effectiveness on image datasets. In Chapter 4, we analyzed the effect

of optimization algorithms on model robustness, showing that models trained with SGD are more

robust than those trained with adaptive methods such as Adam or RMSProp. As datasets grow larger

and more structured, we recognized the importance of hierarchical relationships among classes. Thus,

in Chapter 5, we introduced the concept of hierarchical adversarial robustness, proposed methods

for generating hierarchical adversarial perturbations, and presented an architectural strategy to

defend against them. Finally, we turned to the practical issue of perturbation transferability. In

Chapter 6, we proposed a fine-tuning approach called model alignment to enhance the transferability

of adversarial perturbations. Altogether, these contributions explore multiple key facets of the

adversarial robustness phenomenon, offering insights that advance our knowledge of adversarial

robustness and pave a path forward toward more robust deep learning systems.

7.1 Suggestions for Future Research

At the end of each chapter, we discussed the implications of our findings and suggested potential

directions for future research. Here, we highlight some of the most promising areas for further

investigation.

Understanding the Role of Normalization in Adversarial Robustness

In Chapter 3, we observed that networks with Batch Normalization layers do not benefit from

SOAR in terms of adversarial robustness. Similarly, in Chapter 4, we found that models with

Batch Normalization exhibit significantly lower accuracy under perturbations compared to those

without it. Normalization has become a standard practice in training deep neural networks, with

techniques such as Layer Normalization (Ba, 2016) widely adopted in training transformers (Brown

et al., 2020; Radford et al., 2021). While some studies have explored the connection between Batch

Normalization and model robustness (Galloway et al., 2019), a comprehensive investigation into the

126
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relationship between various normalization techniques and adversarial robustness remains lacking.

Similar to our focus in Chapter 4, where we analyzed how optimization—a key element of the training

pipeline—affects adversarial robustness, future research could focus on how different normalization

strategies influence adversarial robustness.

Analysis Beyond Linear Models

In Chapters 3 and 4, our theoretical analyses relied exclusively on linear models. While these models

offer valuable insights, it is important to acknowledge the inherent non-linearity of neural networks.

This reliance on linear approximations limits the depth of understanding that can be achieved

regarding the complex dynamics of neural networks. Future research could address this gap by

leveraging techniques like neural tangent kernels (Jacot et al., 2018), which have been instrumental in

theoretically analyzing neural network learning dynamics, and tools such as saliency maps (Simonyan

et al., 2013; Ma et al., 2022a), which provide quantitative insights into how models focus on specific

parts of the input when making decisions. These approaches could offer a more comprehensive

understanding of neural network learning dynamics.

Theoretical Understanding of Model Alignment

In Chapter 6, we proposed model alignment as a novel approach to improving the transferability of

adversarial examples. While our empirical results demonstrate the effectiveness of model alignment,

a theoretical understanding of the model alignment process is still lacking. Model alignment can

benefit from a theoretical framework in three ways. First, a theoretical analysis could provide insights

into the underlying mechanisms of model alignment, helping to develop new training strategies that

achieve the same outcomes as model alignment without the need for fine-tuning. This is similar to

how SOAR was developed by theoretically building the connection between regularized training and

data augmentation with adversarial perturbations. Second, a theoretical framework could guide the

selection of witness models and the design of alignment strategies tailored to specific architectures.

Finally, a theoretical understanding of model alignment provides insight into the limitations of the

approach and identifies scenarios where it may not be effective.

Cross-architecture Model Alignment

An interesting observation in Chapter 6 is that model alignment for CNN-based source models

is more effective when the witness model is also a CNN, compared to when it is a transformer.

This discrepancy highlights the significance of network designs in the success of model alignment.

Future research could investigate the role of model architecture in shaping the effectiveness of model

alignment and propose alignment strategies specifically tailored to different architectures.

Adversarial Robustness in Generative Models

In this thesis, we focused on adversarial robustness in the context of classification. However, the rise

of generative models such as vision language models (VLMs) (Lu et al., 2019; Li et al., 2022a) and

large language models (LLMs) (Kenton et al., 2019; Brown et al., 2020; Dubey et al., 2024), has

introduced new challenges and opportunities for adversarial robustness research. Unlike traditional
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classifiers, generative models operate in more open-ended settings, producing free-form outputs.

This means adversaries are no longer limited to inducing misclassifications, but can also generate

unsafe or unethical text (Zou et al., 2023; Ma et al., 2025) and images (Zhao et al., 2023; Zhou

et al., 2024). As the field evolves, extending adversarial robustness research beyond classification

to encompass generative tasks will be essential for ensuring the safe and responsible deployment of

these powerful models.
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